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Introduction

Diagnostic ultrasound has been in use for 60 years now

and it has become one of the most popular medical imag-

ing methods nowadays. Diagnostic ultrasound imaging

commonly utilizes frequencies in the range of 3–20 MHz.

The use of higher frequencies limits the depth of penetra-

tion, however it also increases resolution.

As of late, ultrasound (US) has been actively used not

only for medical diagnostic purposes [1–3], but also for

high-intensity focal beam surgery to produce precise and

selective damage to tissues [4–6], biometric recognition [7],

non-destructive testing [8–18], and has many applications

in the food industry [19–22] among others. Its wide range

of applications stems from its numerous advantages such

as cost-effectiveness, portability, and using non-ionizing

radiation compared to many other procedures such as X-

ray, CT or PET, all of which are using potentially harmful

radiation. On the other hand, the interpretation of US

images is still quite a subjective task despite the numerous

quantitative US studies [23–32].

The connection between the fine microscopic structure

of tissues and the resulting ultrasound image is at present

not fully understood, which further motivates the devel-

opment and the importance of validating image formation

models.
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Challenges in ultrasound im-

age resolution enhancement

Imaging modalities of any kind have a theoretical limit

on their feasible resolution. The objective of the super-

resolution (SR) algorithms is to break this boundary,

thereby obtaining an image of higher quality with the

same physical setup.

There has always been a great demand for producing

images with better and better resolution, either by creat-

ing a better physical setup, or using post-processing tech-

niques, whether it is about security cameras [33–35], satel-

lites [36–41], professional photography [33, 42–44] or even

the HUBBLE space telescope [45–48]. The same rules ap-

ply for medical purposes: the higher the resolution of an

image, the more precise the diagnosis.

Concerning software-based methods for enhancing im-

age resolution, the algorithm can be used either on sub-

pixel-shifted frames by stacking them, or as a post-

processing step where even one frame can be satisfactory.

The use of SR techniques provides the possibility of re-

ceiving a more detailed image at a lower cost compared

to the expensive and time-consuming process of building

a new hardware capable of delivering the same quality.

Nevertheless, along with other imaging modalities

(such as MR, CT or light microscopy) its resolution is

heavily dependent on the wavelength (higher frequency,
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thus shorter wavelength leads to better resolution), which

in the case of sound is a lot poorer than that of light or X-

ray. The transducer and its frequency also determine the

penetration depth (the higher the frequency, the smaller

the mentioned depth is) [49, p. 116]. To be able to exam-

ine deeper layers of the medium, lower frequencies should

be used, which, however, decreases the resolution.

Taking into account the benefits of US imaging it

would be worthwhile if the image resolution and signal-to-

noise quality could be improved by post-processing meth-

ods. The current doctoral work aims to introduce further

scientific knowledge by an experimental method to assess

the accuracy of a shift-invariant convolution-based ultra-

sound image formation model, as well as improving the

resolution of ultrasound images.
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New scientific results

Thesis I: I have created an experimental method to

assess the accuracy of a shift-invariant convolution-based

ultrasound image formation model. The method relies on

a planar arrangement of micrometer-scale scatterers in the

imaging plane of a linear array. Using the coefficient of

determination R2 to estimate image similarity, the agree-

ment between simulated and real images was R2 = 0.43

for the RF image and R2 = 0.65 for the envelope-detected

B-mode image.

Corresponding publication: [Th1]

Models of ultrasound image formation describe the for-

ward process of how an ultrasound image is formed from

an acoustic medium. Such models can be used to gener-

ate simulated ultrasound images or to obtain quantitative

descriptors of the medium from real ultrasound images. A

relatively simple and widely used model of image forma-

tion treats the ultrasound image (before envelope detec-

tion and compression) as the shift-invariant convolution

of the imaging system point spread function (PSF) with

the scattering function (SF) of the medium [50,51].

Therefore, I created an experimental method to assess

the accuracy of the convolution model. Simulated and real

US images were compared to each other. The coefficient of

determination was calculated both for the RF ultrasound

images and the envelope-detected (B-mode) images.

Various estimates of SF, PSF were tested to see which
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Figure 1: Comparison between the real ultrasound image (first col-
umn) and simulated ultrasound images computed using six different
estimates of the PSF. It can be observed that using Hanning win-
dowing on the PSF suppresses the high-frequency components and
noise at the edges, resulting in better simulation results. R2

I stands
for the coefficient of determination between the real and simulated
RF images, while R2

B describes the same for the B-mode images.

yielded the best simulation result. The source of simu-

lation error was also explored, which possibly originates

from scattering of the polystyrene particles from multiple

reflections, or from microbubbles. From the observations,

it is expected that by increasing the concentration of im-

aged scatterers or by more careful experimental design,

higher overall values of the coefficient of determination

can be obtained.

The results underline that, at least for the experimen-

tal setup used in the current work, the shift-invariant

5



convolution model describes most of the variation in a

B-mode image; however, care should be taken to reduce

other sources of scattering such as multiple reflections or

microbubbles.

Thesis II: I have presented a novel resolution en-

hancement technique based on frequency-weighted axial fil-

tering for ultrasound images that can function even when

the point-spread function is shift-variant. Estimating res-

olution using the full-width at half maximum of the au-

tocorrelation, the axial-lateral resolution cell was always

improved, with area decreases in the range of 22–94%.

Corresponding publication: [Th2]

Enhancement of image resolution of ultrasound images

is key to help clinicians in finding early indicators of patho-

logical lesions among others. However, the degree of im-

provement greatly depends on accurately estimating the

PSF of the system, which in most cases is spatially vari-

ant, thus complicating its approximation and subsequent

use in deconvolution.

Therefore, I investigated the possibility of using a

method for US images, which is unaffected by depth-

dependent effects, and it is also capable of improving the

resolution both in the lateral and axial directions. Two

simulated and two experimental data sets were used.

The nominal central frequencies of the single-element

transducers were 20 and 35 MHz. Two different decon-

volution methods were used: the classical Wiener filter
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Table 1: FWHM values of the AC functions in μm (lateral x and
axial z), and area of the resolution cell (x · z · π) in μm2. It can be
seen that the axial-lateral resolution cell (estimated as the area of
an ellipse) always improved using the RAMP method.

orig deconv RAMP
x z x z x z
x · z · π x · z · π x · z · π

sparse
290.0 27.8 399.8 18.0 222.1 18.7

25327.5 22608.2 13047.9

dense
280.4 27.2 412.1 18.0 216.4 18.6

23960.6 23303.7 12645.0

phantom
736.0 18.7 152.0 9.0 674.0 14.0

43238.4 4297.7 29644.1

skin
723.4 111.7 576.0 39.7 521.0 127.1

253852.6 71839.4 208033.4

approach and a custom Fourier domain method (RAMP),

where the signal energy was boosted with a gradually

increasing function at those (higher) frequencies, where

the ultrasound transducer has a weaker response. Both

of the methods were used along every A-line separately.

The observed resolution was quantified as the FWHM of

the mean AC curves. The results confirm that frequency-

weighted axial filtering can balance the need for axial and

lateral resolution improvement based on their relative

values with properly set parameters.

Thesis III: I have shown the successful use of deep

learning to enhance scanning acoustic microscope image

lateral resolution, even with a very limited data set con-

sisting of rat and mouse brain samples (four images in the

training set, each smaller than 1 mm × 1 mm). The es-

timated images can closely approximate the ground truth
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data, having an average NRMSE of 0.056, and PSNR of

28.4 dB.

Corresponding publication: [Th3]

Deep learning is more and more popular nowadays, yet

there is limited research about its use on US images, and

even those are mostly used for segmentation and classifi-

cation.

Therefore, I investigated 30-μm-thick rat and mouse

brain samples with a high-frequency SAM setup (180 and

316 MHz). The initial training set included 4 full size

image pairs, which were co-registered. To create a prop-

erly sized training set the full-sized C-scan SAM images

were split into tiles of 300 μm × 300 μm with a shift of

20 μm in-between them. Data augmentation was used to

increase the variability and number of samples. A U-Net

inspired neural network was used to estimate the high-

resolution image based on the low-resolution image, and

the 316-MHz data was used as ground truth for quantita-

tive evaluation. Despite the training set being very lim-

ited, the results confirm the feasibility of using DL as a

single-image SR method to enhance the lateral resolution

of SAM images, which greatly outperformed two classical

deconvolution methods (Total Variation [TV] and Wiener

deconvolution).
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Figure 2: Results of the different resolution enhancement methods
on the test image. The images show a rat brain coronal section
(Bregma -3.12, the dentate gyrus). From top to bottom: the orig-
inal 180-MHz image, slice-by-slice TV and Wiener deconvolution
methods, DL and the ground truth (316 MHz) image. The top left
area indicated by white borders is shown in greater detail in Fig. 3.
The DL image was reconstructed from the tiles, therefore, stitching
artefacts are present.
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Figure 3: Representative sample from Fig. 2 (top left marked area),
showing the hilus. The DL method is seen to qualitatively outper-
form the classical deconvolution methods in approximating the high-
resolution (316 MHz) reference image.
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Figure 4: NRMSE values of the different image resolution enhance-
ment methods (the red vertical lines showing ± 1 standard devia-
tion). The images from the resolution enhancement methods were
compared to the ground truth data (316 MHz). The values indi-
cate an average considering all of the tiles. The DL method out-
performed both the original 180-MHz image and the deconvolution
methods. The TV and Wiener deconvolution methods show simi-
lar performance to each other, with a slight improvement over the
original 180-MHz image.
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Figure 5: PSNR values of the different image resolution enhance-
ment methods (the red vertical lines showing ± 1 standard devia-
tion). The images from the resolution enhancement methods were
compared to the ground truth data (316 MHz). The values indi-
cate an average considering all of the tiles. The DL method out-
performed both the original 180-MHz image and the deconvolution
methods. The TV and Wiener deconvolution methods show simi-
lar performance to each other, with a slight improvement over the
original 180-MHz image.
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[Th2] Á. Makra, G. Csány, K. Szalai, and M. Gyöngy,
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[Au1] Á. Makra, “Experimental validation of an ultra-

sound image formation model,” Bachelor’s Thesis,
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