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1 Introduction

A brief introduction to ultrasound technology

Ultrasound technology is a continuously developing, wide and
diverse, exciting field of engineering. Among the diverse appli-
cation fields, it is commonly used in clinical investigations and
therapy (being used in around 20-25% of clinical imaging ex-
aminations [6]). Ultrasound imaging — as a subfield — uses high
frequency mechanical waves for localizing and characterizing ob-
jects or edges of objects containing ultrasound scatterers from
which these waves reflect, inside media in which the waves are
able to propagate. By definition, ultrasound can be any mechan-
ical wave with a frequency above 20 kHz (frequencies not gen-
erally perceptible to the human ear) [7]. However, for imaging,
significantly higher frequencies are tipically used (~MHz range
for acceptable resolution in medical imaging) [8,9].

The devices able to convert electrical signals into mechanical
waves and vice versa — being the pulsers and receivers of ultra-
sound — are called transducers [10]. Ultrasound images created
using the common “pulse-echo” method are always built up from
1-D data. Dimension incrementation is achieved by some type of
scanning. Scanning can be realized either by physically moving
the transducer over the spatial region of interest or by apply-
ing several transducer elements appropriately arranged in space
for electronic scanning (in which scanning is controlled electron-

ically, without physical motion over the region of interest) [11].



Challenges in ultrasound relevant to thesis

The research presented in this work focuses on three different
fields of ultrasonics. One of these fields is the characterization of
transducers and estimation of their acoustic output with trans-
ducer models and specific measurements. Another area is in
image data processing and within that, the quantification and
visualization of indirectly present properties of these data. The
third field of focus is in the creation of images with novel scanning
techniques exploiting inherent information from the ultrasound
pulse-echo signals.

Challenges in these fields for which the present work aimed to
provide solutions are described below, followed by a brief sum-
mary highlighting the intersection of the fields from the aspect
of the present research.

Transducer characterization

Parameters defining safety of ultrasound transducers are
measured usually by using either a hydrophone measurement sys-
tem or a radiation force balance (RFB) [12,13]. However, draw-
backs for using such instruments are the difficulty in measuring
high pressures, the time for the setup of field scans required
for pressure measurements and power calculation (hydrophone
systems) or the relatively high cost (7-24k USD) for specific-
purpose devices (RFB). A method of rapidly testing transducers
in a cost-effective manner, using otherwise multi-purpose stan-
dard laboratory equipment, may be useful in several use cases,
including safety testing for biomedical applications [13].

The total power dissipation of a transducer is due to both
electrical and acoustical losses. There exist methods using equiv-
alent circuit models of transducers for a full description of their

electrical and acoustical behaviour [14,15] — the most popular one



of such models is the KLM model [16]. However, these methods
require extensive knowledge of transducer parameters [17] that
are not necessarily available when testing. There exist works
using simpler models of transducer systems [19] and methods
based on electromechanical impedance measurements only [18],
but have not been used for characterizing the transducer itself

and its acoustic output, to the knowledge of the author.

Quantification of dynamics in a temporal ultrasound

data sequence

Physical changes examined by ultrasound signals are usually
interpreted and quantified by the commonly used Doppler tech-
niques [8,9]. These techniques are designed for moving tissue
for typical image frames of less than 1 second. However, they
are inapplicable for slow, long-term changes occurring in time
frames of minutes, hours or of even longer time. There is a chal-
lenge in characterizing these changes with techniques relying on
a completely different basis.

As described by Abbey et al. [20], comparing images recorded
in the same spatial frame, at different moments in time, makes
it possible to differentiate between (static and dynamic) com-
ponents of the imaged object, based on signal statistics. The
contribution of static scatterers to the overall decorrelation sig-
nal (comparing similarity of the images of the temporal image
sequence) is constant. Contribution of dynamic scatterers to the
overall correlation is decaying in time — it is assumed to show an
exponential decay. The third component is noise (arising from
data acquisition), which is assumed to be totally uncorrelated in
time, so that its decorrelation component has the form of a Dirac
delta function. The outlined component analysis of decorrelation

functions is a promising basis for solving the above challenge.



Scanning using data-based position estimation in spa-

tial ultrasound data sequence

Dimension incrementation of ultrasound images can be
achieved by either electronic or mechanical scanning. Electronic
scanning (using multi-element transducer arrays) is commonly
used because of the great advantages of precise location infor-
mation for each scan frame and of the capability of achieving
high frame rates, however, such transducers can be realized at
the cost of complex electronics and high costs of manufacturing,
especially for higher (~20 MHz) frequencies [11,21]. In conven-
tional mechanical scanning, either a motorized system is used —
with increasing cost, complexity, and power consumption while
reducing reliability [22] — or freehand scanning is performed with
the use of position sensors, usually suffering from some combi-
nation of issues including limited position accuracy, latencies in
either position sensing or ultrasound data recording, or limita-
tions on the scanning path that can be covered [23].

A potential alternative using information only of the data
themselves for position estimation — taking advantage of the
speckle pattern (interference caused by interaction of the ultra-
sound field and the scatterers) via correlation calculations — has
been emerging recently in 3-D ultrasound technology [11]. How-
ever, there are open questions such as how general these methods
are to different tissues or transducer types; or can the ‘calibra-
tion curve’ (describing the one-to-one correspondence of distance
and correlation) of these methods be estimated without assum-
ing fully developed speckles and without using very specific or
complicated models [24-27]. Furthermore, to the knowledge of
the author, there is a gap in using such data-based methods for
1-D to 2-D scanning. Moreover, a need for a simple, real-time

data-based scanning method arises in contrast to currently used



offline methods [28-31].

Challenges in dermatological ultrasonography

One of the most common cancers in the developed world
is skin tumors [32]. Early differential diagnosis of skin cancer
is crucial for better survival [33]. Ultrasound images are able
to offer valuable additional information to standard dermato-
scopic images about the type of skin lesion, non-invasively [34].
The penetration depth of ultrasound waves is inversely, but im-
age resolution is directly proportional to the frequency of the
waves [10]. Skin examination needs relatively high (~20 MHz)
frequency ultrasound imaging devices that are currently unavail-

able for wide-spread, point-of-care use in dermatology.

Intersection of the above fields

The aspect from which the three fields of research were inter-
connected in this work is: signal changes. Changes in electrical
impedance signals of transducer systems with varying load me-
dia were used for transducer characterization. Temporal changes
in sequences of ultrasound images were exploited by using cor-
relation calculations and curve fitting for quantification and vi-
sualization of scatterer dynamics in time. Lastly, the effects of
spatial changes were investigated and exploited using correla-
tion calculations in signals from varying spatial locations for the
development of data-based scanning methods.

The findings of this work open the potential for a diversity
of applications. In particular, an application of the spatial-
correlation-based scanning method has been realized in the cre-
ation of a portable and cost-effective ultrasound device for skin
examination, providing solutions for challenges in screening and
treatment planning of skin cancer, as presented in the final chap-

ter of this work.



2 New Scientific Results

Thesis I: Use of a generalized two-port network model of
ultrasound transducers is proposed for estimating the acoustic
power output of transducers from electrical impedance measure-
ments with the transducer placed in 3 different materials. As
compared with reference acoustic measurements performed us-
ing a hydrophone system, the proposed method gave a consistent
overestimation (within 34%) of acoustic power output for HIFU
(high intensity focused ultrasound) transducers, showing that it
can serve as a practical tool for ensuring transducer safety.

Corresponding publication: [1].

A schematic of the basic elements of a piezoelectric ultra-
sound transducer is shown in Figure 2.1. The transducer has
been modeled by a relatively simple equivalent circuit model (see
Figure 2.2). In this model, the ‘backing’ part of the ‘transmis-
sion line’ from the commonly accepted ‘KLM model’ [16,17] is
treated as part of the ‘black box’ having two ports only: one
for the electrical voltage (V1) and another for the ‘front acoustic
load’ of the transducer, represented by an equivalent electrical
voltage (V3). By measuring the electrical impedance changes of
the transducer when placed in 3 different load media, parame-
ters of the two-port network model can be estimated, yielding an
estimate of the acoustic power output (and accordingly, of the

electrical power consumption of the transducer).
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Figure 2.1: Schematic of a single transducer element system, showing elec-
trical connections, back and front acoustic loading, and electrical matching
as an optional part of the network. Vi and I1 stand for the wvoltage and
current at the electrical port of the transducer, while Vo and Iz represent
the acoustic pressure and particle velocity of the front acoustic load, seen
as a voltage and current, respectively, in the equivalent circuit model.
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Figure 2.2: Schematic of the two-port network model with impedance param-
eters Z11, Z12, Z21, Z22. Z1, is the load impedance at port 2. The impedance
measured at port 1 is Z;p.

A two-port network (Figure 2.2) is fully defined by 4
impedance parameters 711, Z12, Z21, Z22 [35,36], with state equa-
tions:

Vi = Zuli+ Zials, (2.1)
Va Zordy + Zaaly (2.2)

where V,,, I,, are the voltage at and current going into ports
n € 1,2, respectively. Placing an acoustic load Zj at port 2,

the input impedance Z;,, = V1/I; “seen” from port 1 is [37]:
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Lin = 211 — =———— .
n 11 Z22+ZL

(2.3)

With the assumption of reciprocity (Z12 = Za1, generally true
for circuits containing passive elements only and shown to be true
for the KLM model [17]), the following system of equations can
be solved for the parameter vector x (at any given frequency),
with measurements of the input impedance Z;, using at least

three different acoustic loads Zp:

(Z0,~Zin, 1x = ZinZp , (2.4)
x = [Zu, 22,2122 — Z12Zn] . (25)

Rearrangement of Egs. (2.8) and (2.2), using also V5 =
—ZrI5 (see Figure 2.2), yields:

_[Zn Zo\  Z12]7!
V2= [z <”zL>zJ " (26)

Expressing all voltages in terms of their root mean squared (rms)
value, the average power dissipated on the acoustic load is given
by:

Va|? VA
_ [ = V2 L 5 . (2.7)

A
r L8 (Z1, + Zaz) — Zna

P,

The method was tested for high-intensity focused ultrasound
(HIFU) transducers (with 1.06, 3.19, 0.50, 1.70 MHz center fre-
quencies) and compared with acoustic measurements performed
by using a hydrophone system, as reference. Results are pre-
sented in Figures 2.3-2.4. The impedance-based method consis-
tently overestimated the measured output, with errors of 17.0,

4.5, 21.8, 7.8% (for the above center frequencies, respectively).
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Figure 2.3: Comparison of electrically estimated (from impedance “Z” mea-
surements) and acoustically measured (estimated from acoustic pressure “p”
field measurements, as a reference) power outputs (1 V peak drive voltage)
of the H-102 (SN: B-022) transducer. (a): Transducer surface schematic
with the cutout. (b,c): Total (electric and acoustic) power and estimated
and measured acoustic power. (d,e): Estimated and measured efficiency.
The dotted vertical lines indicate the centre frequency defined by the man-
ufacturer at the fundamental and third harmonic resonances of the trans-
ducer.
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Figure 2.4: Comparison of electrically estimated and acoustically measured
power outputs (1 V peak drive voltage) of the H-107 (SN: 031) transducer.



Electrical impedance measurements of a transducer in 3
propagation media is a relatively simple and quick method
requiring standard laboratory equipment only. Therefore, with
the results of consistent overestimation, the proposed method
can be used as a simple, quick and potentially wide-spread
means of ensuring transducer acoustic output falling within

specified safety limits [13].

Thesis II: A method is proposed for quantitatively charac-
terizing and visualizing the dynamic behavior of temporal changes
in biological tissue by pizelwise decorrelation analysis of an ul-
trasound image sequence, regardless of the rate of the changes
(applying a PRF greater than the rate of changes to be observed).
The method was tested on post-mortem tissue effects, character-
1zing and mapping changes observed in time frames ranging from
100 to 5000 seconds at the level of small (~ 800 um?) spatial ar-
€as.

Corresponding publication: [2].

The proposed method is based on simple calculations of time
constants for the exponential part of decorrelation functions cal-
culated for raw ultrasound signal amplitude changes at a given
spatial location (i.e. image pixel), see Figure 2.5. Quantification
and visualization of the pixelwise dynamics in a temporal ultra-
sound image sequence is done with the following steps, according
to the method. The amplitude change of a given image pixel in
a temporal sequence of images is treated as a signal. Autocor-
relation of this signal is calculated for positive time lags. An
exponential curve is fitted to the initial, decaying part of the au-
tocorrelation function. ‘Time constant’ parameter 7 is calculated

from the fitted curve (f(¢)) using the equations:

10



f(t) = Ae VT, (2.8)

f(@)
T=— . 2.9
70 29)
A spatial map of time constants (7) visualizes the pixel-wise

dynamics in an image sequence after calculating 7 for each pixel.

Cc Map of time constants [sec]

in time
(ata particular spatial point)

(right side') of the RF signal
amplitude changes

RF signal amplitude change l Autocorrelation function

Exponential

Pixet: 115551 mm ;4.312 mm curve fit

Pl 115851 mm 4312 mm

Rf data
4 & & &
Norm. Autocorrelation
Se8288
Norm. Autocorrelation

Figure 2.5: Method for calculating the map of time constants via exponential
curve fitting to autocorrelation functions of pizel-wise temporal RF (raw
radiofrequency) signal changes. (a) Observed RF signal amplitude change
in time (for a given pizel); (b) Calculation of autocorrelation functions (for
positive time lags); (¢) Spatial map of time constants calculated from fitted
erponential curves.

The method was successfully tested on investigating post-
mortem tissue dynamics of mice (taking advantage of the lack of
artifactual voluntary movements in these experiments and also
making use of data from mice who did not survive experiments of
a separate investigation). Quantitative results of dynamics char-
acterization were in accordance with qualitative observations (on
the ultrasound image sequences) both in short- (Figure 2.6) and
long-term (Figure 2.7), in the ranges of 100 and 5000 seconds,

respectively.
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Figure 2.6: Spatial map of pizel-wise dynamics — characterized by time
constants calculated from fitted exponential curves — (a) compared with a
(typical) B-mode (brightness-mode) ultrasound image from an image se-
quence of 53 minutes with 10.6 seconds temporal resolution (b). Warmer
colors indicate smaller time constants — thus, a faster decay in correla-
tion. On the other hand, colder colors refer to slower decay (with larger
time constants) and indicate the places of (more) static scatterers. In order
to achieve a better resolution for smaller time constant values, a limit of
1000 seconds was set for differences to be visualized.

Quantitative characterization and map-like visualization of
dynamic changes can be useful in several application fields —
with the great advantage of being independent of the time-
course of the changes — including the monitoring of long-term
biological phenomena such as response to therapy or slow blood
perfusion in the capillaries or even in understanding the post-

mortem redistribution of various drugs. Regarding industrial

12
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Figure 2.7: Long-term tissue effects from an image sequence of 36 hours
with 5 minutes temporal resolution. (a) First B-mode image from the image
sequence (made at the time of death); (b) Final B-mode image from the
image sequence (made 36 hours after death); (c) A sequence of temporal
RF signal amplitude changes showing typical phases observed, together with
calculated time constants for each phase, separately. The three separate
phases are supposed corresponding to rigor mortis, relaxation of the corpse
and advanced decomposition.

applications, an especially interesting potential application is
the detection of signs of material fatigue (in materials being

transparent to ultrasound).
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Thesis III: A real-time spatial data-correlation-based free-
hand scan conversion algorithm has been developed, using a fixed
calibration curve for which robustness and simplified estimation
process have been proven and from which an optimal range of
input parameter ‘step size’ can be derived for the algorithm in
the case of a specific imaging system.

Corresponding publications: [3] and [4].

Thesis IIl.a: A real-time freehand scan conversion algo-
rithm has been developed for 2-D scan conversion using a single-
element ultrasound transducer, being based on spatial correlation
of data recorded.

Corresponding publications: [3] and [4].

Sensorless freehand scanning has several advantages in ultra-
sound imaging such as cost-effectiveness and reduced complex-
ity of the system. To compensate for distortions of the freehand
movement, a data-based scan conversion method was introduced
and generalized (for 1-D to 2-D scan conversion), estimating spa-
tial distances based on a measure of correlation. The real-time
algorithm uses a predefined image grid with a uniform inter-line
distance. The defined distance corresponds to a certain correla-
tion coefficient due to the calibration curve. Each incoming data
frame is accepted into the image grid if it has the expected cor-
relation coefficient with the last accepted J >= 1 data frames,

otherwise it is rejected (Figure 2.8):

J
@ik =Y w(j, J)|pn_ ;.5 — p(iAY)| <e (2.10)
j=1

pr1,._;.F; is the Pearson correlation coefficient of the actual in-

coming frame F; and a previously accepted frame Ij_; from the

14



predefined image grid of a grid distance Ay. p(jAy) is the ex-
pected correlation coefficient from the calibration curve, which
should be approximated by py, . r, within an error of € for ac-

ceptance (a). (w(j) are a set of weights for a window size J.)
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Figure 2.8: Schematic illustrating the concept of the proposed real-time
data-based scanning method. The desired image grid is filled with data
frames chosen based on an acceptance criterion, in real time [4].

The algorithm was tested for being able to generate an image
from 1000 A-line frames in 345+132 ms (using MATLAB on
a computer with Intel Core i5 processor, 8 GB RAM). For a
dedicated architecture, with a 10-fold oversampling and a PRF
> 667 Hz, a scanning speed of > 20 mm/s is estimated.

The method can be applied in sensorless freehand scanning,

15



with special usage of applications in which cost-effectiveness,
complexity, the need for eliminating mechanical motion ele-
ments or acoustic coupling is a major constraint while dimension
incrementation (of images) is needed. Specific applications are
in skin imaging and in high-frequency non-destructive testing.
Moreover, the method can also be applied for annular array
transducers (providing high-quality and smooth focus at the

cost of dimension incrementation) [38,39].

Thesis II1.b: I showed that the calibration curve (reflecting
spatial decorrelation) for data-based scan conversion is primar-
ily a function of transducer characteristics (being less dependent
on the examined media). The calibration curve was found to be
robust enough for different scatterer densities (8.3x1072 mean
absolute error) and signal-to-noise ratios (1.0x1073 mean abso-
lute error for -5 dB SNR) for simulations presented in this thesis.
This result allows the use of the scan conversion algorithm on a
wide variety of imaged media with a single transducer calibration.

Corresponding publication: [3].

The data-based scanning method of Thesis II1.a relies on the
one-to-one correspondence of the distance between two parallel
data frames and their “similarity” measured by the Pearson cor-
relation coefficient (for distances within transducer beamwidth
and ideally in homogeneous fully developed speckle case, due to
the literature [40,41]). This distance-correlation correspondence
is defined by the calibration curve (representing correlation as a
function of distance).

As stated above, calibration curve was tested for different
scatterer densities (Figure 2.9) and signal-to-noise ratios (Fig-

ure 2.10), and found to be robust enough, with mean absolute

16



errors on the scale of 1073 for both. Higher but still acceptable
differences were found when comparing calibration curves ob-
tained from simulated and experimental data: 1.19x10~2 mean
absolute error (Figure 2.11).

It was also presented that use of a fixed calibration curve
compared to an adaptive calibration curve — taken from the
literature [27] — gave similar accuracies in scan conversion (see
Thesis II1.d), with an average overlap of the accuracy ranges of
92.94% for simulations and 42.83% for experiments, for the data
presented, while the proposed method using a fixed calibration
curve had the great advantage of a 350-fold faster computation

time.
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Figure 2.9: (a) Simulated B-mode images and (b) calibration curves cal-
culated from raw (RF) image data of homogeneous phantoms of 0.2, 1, 5
and 10 scatterers/resolution cell densities. The simulated ultrasound imag-
ing system was a single element Olympus V317 transducer moved along the
lateral dimension, collecting A-lines with an equal 10 pm spacing.
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Figure 2.10: Calibration curves calculated from simulated image data of
homogeneous phantom (10 scatterers / resolution cell density, see Fig-
ure 2.9.a) without noise and with additional (Gaussian random distribu-
tion) noise according to 20 dB, 15 dB, 10 dB, 5 dB, 0 dB and —5 dB
SNR. (a) Calibration curves are presented as calculated (containing also
noise level information in initial decay). (b) Normalized calibration curves
in order to make a visual comparison of the decay rate similarity for the
curves.

Statement of this thesis confirms the robustness of the
proposed method, eliminating the necessity for performing
calibration on a wide variety of circumstances (at least of

scatterer densities and noise levels).

18
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Figure 2.11: Normalized calibration curve from experimental data (8% agar
- 4% graphite homogeneous phantom) compared to calibration curve from
stmulated data (homogeneous phantom with 10 scatterers / resolution cell
density).

Thesis Ill.c: I found that for estimating the calibration
curve, a few (31 in 1 mm distances for ~8 MHz transducer) scat-
terers placed along the axis of ultrasound pulse-echo propagation
and covering the axial region of interest are sufficient. This re-
sult allows for calibration curve estimation calculations with the
following advantages: a significant fastening of calibration curve
calculation in simulations and a widening of possibilities for cal-
ibration curve calculations based on phantom measurements.

Corresponding publication: [3].

A series of (odd numbers of 1-31) scatterers were placed with
1 mm distances (to avoid interference) covering the range of in-
terest (for imaging with a ~8 MHz transducer) through an axial
line, around the focus of the transducer.

The calibration curves calculated using these simple simu-
lated phantoms were compared to the one obtained from fully
developed speckle (FDS) simulation (10 scatterers / resolution
cell from Figure 2.9), by calculating the mean absolute difference

between the calibration curves compared (see Figure 2.12).
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Figure 2.12: (a) Simulated B-mode images of 1, 11 and 81 scatterers (cor-
responding to single focus point, depth of field and azial region of interest,
respectively) placed around transducer focus with a uniform axial spacing
of 1 mm. The imaging system simulated was the same as for Figure 2.9.
(b) Calibration curves calculated from raw (RF) image data of (a), and
compared with the calibration curve calculated from simulated image of a
FDS homogeneous phantom (10 scatterers / resolution cell density) as a
reference (Figure 2.9).

The best correspondence was found for the phantom covering
the same axial range as that of the FDS phantom, using
31 scatterers. The mean absolute difference for this pair of
calibration curves was found to be insignificant, being only
6.9x1073 in the case of the simulations presented. This result
suggests the possibility for a simplified process of calibration
curve estimation for single-element transducers. Using such
simplified phantoms significantly reduces calculation time in
simulations (simulated ultrasound image calculation took ~10

seconds for 31 scatterers while taking ~7.5 hours for FDS
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phantom with 154 740 scatterers on a PC with Intel Core i5
processor, 8 GB RAM) and widens the field of feasible phantom
manufacturing techniques for experimental calibration curve
estimation (such that wire phantoms and 3-D printed phantoms

become applicable).

Thesis II1.d: [ showed that there exists a range for image
grid step sizes, within which the proposed scan conversion algo-
rithm has optimal performance, and that the optimal step size
can be determined from the calibration curve.

Corresponding publication: [3].

For quantitative analysis of the performance of the proposed
scan conversion algorithm (see Thesis II1.a), two error measures
were used for position estimation errors. Bias error (ep,) was used
to describe the linear increase in error between the true (y;) and

desired (y,) positions as a function of the desired position:
ey = argmin [y, — eyl (2.11)

Ripple error (e,) was used to measure the root mean square

position error after correcting for bias:

er = |lye/ev = ally- (2.12)

When analyzing the proposed scan conversion algorithm in
terms of the above position estimation errors, it was found that
a range of image grid step sizes (being an input of the algorithm)
exists in which both the bias and ripple errors are minimal. This
led to the recognition that, for a specific transducer and calibra-
tion curve, a range of image grid step sizes can be determined

using which optimal performance of the scan conversion algo-
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rithm can be attained. The region is in correspondence with the
slope of the calibration curve. The higher the slope (absolute
derivative) is, the more likely optimal performance of position
estimation will be achieved. In the cases of the experiments
presented, bias and ripple errors were not exceeding 3.9% or
85.5 pum, respectively for a wide range of image step sizes: 150—
350 pum (Figure 2.13). Worse performance was obtained with
experimental data: < 15.4% absolute bias and < 1143.0 pum
ripple, but still being optimal on the same range (Figure 2.14).
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Figure 2.13: Position estimation errors (in green) for simulated data of a
homogeneous phantom with FDS (10 scatterers/resolution cell) using (a)
fized and (b) adaptive calibration curves. Cumulative errors (bias) (left)
and ripple errors (right) are presented for different step sizes (distances)
of position estimation. The corresponding correlation values of the fized
calibration curve (obtained from the same phantom) are shown in blue.
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Figure 2.14: Position estimation errors (in green) for experimental data
of a homogeneous agar-graphite phantom using (a) fized and (b) adaptive
calibration curves. Cumulative errors (bias) (left) and ripple errors (right)
are presented for different step sizes (distances) of position estimation. The
corresponding correlation values of the fized calibration curve (a version of
the simulated phantom calibration curve, corrected for noise) are shown in
blue.

Performance of the proposed algorithm using a fixed calibra-
tion curve has been compared to the performance of the same al-
gorithm using adaptive calibration curve due to a method taken
from the literature [27]. Position estimation errors were simi-
lar for the two methods, with 92.94% overlap of error ranges
in average for bias and ripple errors in simulations, and 42.83%
overlap of error ranges in experiments (as an average of 62.28%
overlap for ripple errors and 23.39% overlap for absolute bias er-

rors). The use of a fixed calibration curve was leading to slightly
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higher absolute bias but lower ripple errors. Nevertheless, the
main improvement of the proposed method using a fixed cali-
bration curve is its running time: providing a 350-fold improve-
ment in computational time (on the hardware mentioned in the
discussion of Thesis IIl.a).

Direct application of Thesis III.d is the deduction of image
grid step sizes to be used for a scanning system with a certain

calibration curve.
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3 Application of the Results

Cost-effective portable skin ultrasound imaging

device

A particular industrial application of the data-based scan
conversion method presented in Thesis III has been realized in
the creation of a cost-effective portable ultrasound device for
skin examination [5]. Imaging deeper structures of the skin (in
addition to conventional dermoscopy examination) can provide
extensive and crucial information for the diagnostics and treat-
ment planning of various common and serious skin diseases (such
as skin cancer) [34,42]. However, the use of skin ultrasound ex-
amination has not been spread widely in dermatological practice
yet, partially due to the high cost of multi-element transducers
of a high enough frequency (~20 MHz) needed for skin exam-
ination [21]. Using a single-element high-frequency transducer
with the proposed data-based scan conversion method has been
addressed in the present work to overcome this issue.

The device was built of commercially available components
(including an Olympus V317 single-element, spherically focused
ultrasound transducer) with a custom-designed plastic case
cover, which has been designed to realize manual scanning with-
out damaging the skin and with minimal usage of gel. Compo-
nents of the device are shown in Fig. 3.1.

The device prototype and the algorithm were validated in a
clinical study (with ethical approval OGYEI/16798/2017). 184
skin lesions have been examined at the Department of Dermatol-

ogy, Venereology and Dermatooncology, at Semmelweis Univer-
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Figure 3.1: Components of the portable, cost-effective skin imaging ultra-
sound device prototype.
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sity (Budapest, Hungary). Resulting ultrasound images of the
portable device prototype have been compared to ultrasound im-
ages of a reference device (Hitachi Preirus with EUP-L75 linear
array transducer) and with histopathological images of the same
lesion (Fig. 3.2).

Performance of the real-time data-based scan conversion al-
gorithm has been proved to be acceptable on in-vivo images of
human skin tissue (Figure 3.3). Qualitative observations showed
the clinically relevant information present on the resulting im-
ages, without significant distortions. Quantitatively, lesions with
0.7-5.5 mm (axial) thicknesses and 3.1-14.6 mm (lateral) widths,
the mean absolute difference and standard deviation of measured
dimensions on the portable device images as compared to those
measured on corresponding reference images were 10.8 4+ 8.6%
in width and 8.6 £ 6.7% in thickness (with the latter indicating

the inaccuracy of the measurement itself).
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Figure 8.2: Comparison of corresponding ultrasound images obtained with
a commercial reference device (Hitachi Preirus with EUP-L75) (left) and
those obtained with the proposed portable skin imaging device (middle) and
of photographs taken of the slices used in histological examination (right)
of certain lesions: melanoma (top), keratosis seborrhoica (middle) and
basalioma (bottom).
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Figure 3.3: In vivo ultrasound images of a melanoma on a human sole (a)
Ultrasound image obtained with the reference device using a linear array
transducer. (b) Ultrasound image of the same lesion obtained with the
portable device prototype using a single element transducer and the proposed
scan conversion algorithm. (c) Set of data frames (A-lines scanned by the
single element transducer) prior to scan conversion. Red lines indicate
data frames accepted to the image grid (b) (with a grid distance of 305 pm
corresponding to a correlation coefficient of 0.5).
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Other fields of application

The simple method of Thesis I for acoustic power estima-
tion can be performed relatively quickly (within ~15 minutes)
and cost-effectively, using standard laboratory equipment and
commonly available laboratory supplies (such as air, water and
glycerine as the load materials). In this way, custom-designed
transducers may be quickly tested during production without
requiring a full characterization. Moreover, during manufactur-
ing, all manufactured items may be tested without the need for
random sampling. Lastly, a clinician may test the performance
and safety of a transducer over time without requiring access
to expensive equipment (even for the case of the portable skin
ultrasound imaging device presented above).

The quantitative characterization and map-like visualization
method for dynamic changes in an image sequence (Thesis II)
can be applied in a broad range of applications in which pixel-
wise dynamics in an image sequence are of interest and even
in which changes occur over relatively large time-courses mak-
ing conventional ultrasound Doppler techniques unusable. Some
of the potential applications in biomedical ultrasonics (such as
monitoring of long-term response to therapy or slow blood per-
fusion in the capillaries, or understanding the post-mortem re-
distribution of various drugs) and in material fatigue detection
haves already been mentioned in Chapter 2.

Regarding the proposed real-time data-based scan conversion
method (Thesis IIT), a specifically beneficial application would
be the scanning with annular array transducers [38,39]. Results
of Theses II1.b—d can be applied in the simplification of a robust

calibration curve and scan conversion parameter estimation.
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