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1 Introduction
Today the development of every scientific, engineering and financial

field that rely on computational methods is severely limited by the stag-
nation of computational performance caused by the physical limits in
the VLSI (Very Large Scale Integration) technology. This is caused by
the single processor performance of the CPU (Central Processing Unit)
due to vast heat dissipation that can not be increased. Around 2004 this
physical limit made it necessary to apply more processors onto a silicon
die and so the problem of efficient parallelization of numerical methods
and algorithms on a processor with multiple cores was born.

The primary aim of my thesis work is to take advantage of the com-
putational power of various modern parallel processor architectures to
accelerate the computational speed of some of the scientific, engineering
and financial problems by giving new algorithms and solutions.

Limits of physics Gordon Moore in the 1960’s studied the develop-
ment of the CMOS (Complementary Metal-Oxide-Semiconductor) man-
ufacturing process of integrated circuits (IC). In 1965 he concluded from
five manufactured ICs, that the number of transistors on a given silicon
area will double every year. This finding is still valid after half a century
with a major modification: the number of transistors on a chip doubles
every two years (as opposed to the original year).

This law is especially interesting since around 2004 the manufacturing
process reached a technological limit, which prevents us from increasing
the clock rate of the digital circuitry. This limit is due to the heat dissi-
pation. The amount of heat dissipated on the surface of a silicon die of
size of a few square centimetres is in the order 100s of Watts. This is the
absolute upper limit of the TDP (Thermal Design Power) that a proces-
sor can have. The ever shrinking VLSI (Very Large Scale Integration)
feature sizes cause: 1) the resistance (and impedance) of conductors to
increase; 2) the parasitic capacitance to increase; 3) leakage current on
insulators like the MOS transistor gate oxide to increase. These increas-
ing resistance and capacitance related parameters limit the clock rate
of the circuitry. In order to increase the clock rate with these parame-
ters the current needs to be increased and that leads to increased power
dissipation. Besides limiting the clock rate the data transfer rate is also
limited by the same physical facts.

The TDP of a digital circuit is composed in the following way:
PT DP = PDY N + PSC + PLEAK , where PDY N is the dynamic switch-
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ing, PSC is the instantaneous short circuit (due to non-zero rise or fall
times) and PLEAK is the leakage current induced power dissipation.
The most dominant power dissipation is due to the dynamic switching
PDY N ∝ CV 2f , where ∝ indicates proportionality, f is the clock rate,
C is the capacitance arising in the circuitry and V is the voltage applied
to the capacitances.

Parallelisation - temporary solution to avoid the limits of
physics Earlier, the continuous development of computer engineering
meant increasing the clock rate and the number of transistors on a sil-
icon die, as it directly increased the computational power. Today, the
strict focus is on increasing the computational capacity with new solu-
tions rather than increasing the clock rate on the chip. One solution is to
parallelise on all levels of a processor architecture with the cost of cram-
ming more processors and transistors on a single die. The parallelisation
and specialization of hardware necessarily increases the hardware, algo-
rithmic and software complexity. Therefore, since 2004 new processor
architectures appeared with multiple processor cores on a single silicon
die. Also, more and more emphasise is put to increase the parallelism
on the lowest levels of the architecture. As there are many levels of par-
allelism built into the systems today, the classification of these levels
is important to understand what algorithmic features can be exploited
during the development of an algorithm.

Amdahl’s law Gene Amdahl at a conference in 1967 [1] gave a talk
on the achievable scaling of single processor performance to multiple
processors assuming a fixed amount of work to be performed. Later,
this has been formulated as Eq. (1) and now it is know as Amdahl’s
law. Amdahl’s law states that the speedup due to putting the P part of
the workload of a single processor onto N identical processors results in
S(N) speedup compared to single processor.

S(N) = 1
(1− P ) + P

N

(1)

One may think of the proportion P as the workload that has been
parallelized by an algorithm (and implementation). The larger this pro-
portion, the better the scaling of the implementation will be. This setup
is also known as strong scaling. This is a highly important concept that
is implicitly used in the arguments when parallelization is discussed.
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Gustafson’s law John Gustafson in 1988 reevaluated Amdahl’s law
[2] and stated that in the framework of weak scaling the speedup is given
by Eq. (2). Weak scaling measures the execution time when the problem
size is increased N fold when the problem is scheduled onto N parallel
processors. Eq. (2) states that the execution time (Slatency(s)) decreases
when the latency due to the P proportion - which benefits from the
parallelization - speeds up by a factor of s.

Slatency(s) = 1− P + sP (2)

2 Classification of Parallelism
The graph presented on Figure 1. shows the logical classification of

parallelism on all levels. Leaves of the graph show the processor features
and software components that implement the parallelism. Processor and
software features highlighted as GPU (Graphics Processing Unit) and
CPU/MIC (MIC - Many Integrated Core) features are key components
used in the work.

Parallelism

Data Level Parallelism Function Level Parallelism

Neural Architecture
(CNN, MLP etc.)

SIMD, vector

Instruction Level Parallelism Thread Level Parallelism Process Level Parallelism

Distributed Memory MIMD
(multi-computer)

Shared Memory MIMD
(multi-processor)

SIMT Pipeline, VLIW, 
Superscalar

GPU CPU/MIC

Figure 1: Classification of parallelism along with parallel computer and
processor architectures that implement them.

Architecture dependent performance bounds Depending on the
design aims of a parallel processor architecture the computational per-
formance of these architectures vary with the problem. The performance
can be bound by the lack of some resources needed for that particular
problem, eg. more floating point units, greater memory bandwidth etc.
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Therefore it is common to refer to an implementation being: 1) compute
bound if further performance gain would only be possible with more
compute capability or 2) memory bandwidth bound if the problem would
gain performance from higher memory bandwidth. The roofline model [3]
helps identifying whether the computational performance of the proces-
sor on a given algorithm or implementation is bounded by the available
computational or memory controller resources and also helps approxi-
mating the extent of the utilization of a certain architecture. See Figure
2 for comparing parallel processor architectures used in the dissertation.
Processor architectures that were recently introduced to the marker and
which are to be announced are also noted on the figure.

On Figure 2 the graphs were constructed based on the maximum the-
oretical computational capacity (GFLOP/s) and data bandwidth (GB/s)
metrics. In the case of FPGAs the number of implementable multipli-
ers and the number of implementable memory interfaces working at the
maximum clock rate gives the base for the calculation of the graphs.
The exact processor architectures behind the labels are the following: 1)
GPU-K40: NVIDIA Tesla K40m card with Kepler GK110B microarchi-
tecture working with “Boost” clock rate; 2) GPU-K80: NVIDIA Tesla
K80 card with Kepler GK210 microarchitecture working with “Boost”
clock rate; 3) CPU-SB: Intel Xeon E5-2680 CPU with Sandy Bridge mi-
croarchitecture; 4) CPU-HW: Intel Xeon E5-2699v3 CPU with Haswell
microarchitecture; 5) MIC-KNC: Intel Xeon Phi 5110P co-processor card
with Knights Corner microarchitecture; 6) MIC-KNL: Intel Xeon Phi
co-processor with Knights Landing microarchitecture - the exact prod-
uct signature is yet to be announced; 7) FPGA-V7: Xilinx Virtex-7
XC7VX690T; 8) FPGA-VUSP: Xilinx Virtex UltraScale+ VU13P.

As the aim of my work was achieving the fastest execution time by
parallelization the roofline model is used to study the computational
performance of the selected problems where applicable.

Parallel Processor Architectures and Languages A vast variety
of parallel architectures are used and experimented in HPC (High Per-
formance Computing) to compute scientific problems. Multi-core Xeon
class server CPU by Intel is the leading architecture used nowadays in
HPC. GPUs originally used for graphics-only computing has become a
widely used architecture to solve certain problems. In recent years Intel
introduced the MIC (Knights Corner microarchitecture) architecture in
the Xeon Phi coprocessor family. IBM with the POWER and Fujitsu
with the SPARC processor families are focusing on HPC. FPGAs (Field
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Figure 2: Roofline model for comparing parallel processor architectures.
Note: SP stands for Single Precision and DP stands for Double Precision.

Programmable Gate Array) by Xilinx and Altera are also used for the
solution of some special problems. ARM as an IP (Intellectual Property)
provider is also making new designs for x86 CPU processors which find
application in certain areas of HPC. Also, research is conducted to create
new heterogenous computing architectures to solve the power efficiency
and programmability issues of CPUs and accelerators.

Programming languages like FORTRAN, C/C++ or Python are no
longer enough to exploit the parallelism of these multi- and many-core
architectures in a productive way. Therefore, new languages, language
extensions, libraries, frameworks and DSLs (Domain Specific Language)
appeared in recent years, see Figure 3. Without completeness the most
important of these are: 1) CUDA (Compute Unified Device Architec-
ture) C for programming NVIDIA GPUs; 2) OpenMP (Open Multi Pro-
cessing) directive based languages extension for programming multi-core
CPU or many-core MIC architectures; 3) OpenCL (Open Compute Lan-
guage) for code portable, highly parallel abstraction; 4) AVX (Advanced
Vector eXtension) and IMCI (Initial Many Core Instruction) vectorized,
SIMD (Single Instruction Multiple Data) ISA (Instruction Set Archi-
tecture) and intrinsic instructions for increased ILP (Instruction Level
Parallelism) in CPU and MIC; 5) OpenACC (Open Accelerators) direc-
tive based language extension for accelerator architectures; 6) HLS (High
Level Synthesis) by Xilinx for improved code productivity on FPGAs.

All these new architectural and programming features raise new ways
to solve existing parallelisation problems, but non of them provide high
development productivity, code- and performance portability as one so-
lution. Therefore, these problems are the topic of many ongoing research
in the HPC community.
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CPU x86 NVIDIA GPUIntel MIC AMD GPU FPGA

MPI OpenMP OpenACCOpenCL CUDA
ASM

intrinsic
VHDL

Verilog HLS

Figure 3: Relations between processor architectures, languages and lan-
guage extensions.

Classification of scientific problems according to parallelization
Classification of the selected problems is based on the 13 “dwarves” of
“A view of the parallel computing landscape” [4]. My results are related
to the dwarves highlighted with bold fonts:

1. Dense Linear Algebra
2. Sparse Linear Algebra
3. Spectral Methods
4. N-Body Methods
5. Structured Grids
6. Unstructured Grids
7. MapReduce

8. Combinational Logic
9. Graph Traversal

10. Dynamic Programming
11. Backtrack and Branch-and-

Bound
12. Graphical Models
13. Finite State Machines

3 Selected and Parallelized Numerical
Problems

The selected numerical algorithms cover the fields of numerical math-
ematics that aim for the solution of PDEs (Partial Differential Equation)
in different engineering application areas, such as CFD (Computational
Fluid Dynamics), financial engineering, electromagnetic simulation or
image processing.

3.1 Tridiagonal System of Equations
Engineering, scientific and financial applications often require the

simultaneous solution of a large number of independent tridiagonal sys-
tems of equations with varying coefficients [5, 6, 7, 8, 9, 10]. The solution
of tridiagonal systems also arises when using line-implicit smoothers as
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part of a multi-grid solver [11], and when using high-order compact dif-
ferencing [12, 13]. Since the number of systems is large enough to offer
considerable parallelism on many-core systems, the choice between dif-
ferent tridiagonal solution algorithms, such as Thomas, CR (Cyclic Re-
duction) or PCR (Parallel Cyclic Reduction) needs to be re-examined.
In my work I developed and implemented near optimal scalar and block
tridiagonal algorithms for CPU, Intel MIC and NVIDIA GPU with a
focus on minimizing the amount of data transfer to and from the main
memory using novel algorithms and register blocking mechanism, and
maximizing the achieved bandwidth. The latter means that the achieved
computational performance is also maximized (see Figure 4) as the solu-
tion of tridiagonal system of equations is bandwidth limited due to the
operation intensity.

On Figure 4 the computational upper limits on the graphs were
constructed based on the maximum theoretical computational capacity
(GFLOP/s) and data bandwidth (GB/s) metrics of the three proces-
sors. The operation intensity is calculated from the amount of data that
is moved through the memory bus and the amount of floating point
operations performed on this data. The total amount of floating point
operations is calculated and divided by the execution time to get the
performance in GFLOP/s. The operation intensity and GFLOP/s per-
formance metrics are calculated for each solver and they are represented
with stars on the figures.

In most cases the tridiagonal systems are scalar, with one unknown
per grid point, but this is not always the case. For example, com-
putational fluid dynamics applications often have systems with block-
tridiagonal structure up to 8 unknowns per grid point [7]. The solution
of block tridiagonal system of equations are also considered which are
sometimes required in CFD (Computational Fluid Dynamic) applica-
tions. A novel work-sharing and register blocking based Thomas solver
for GPUs is also created.

3.2 Alternating Directions Implicit Method
The numerical approximation of multi-dimensional PDE problems on

regular grids often requires the solution of multiple tridiagonal systems
of equations. In engineering applications and computational finance such
problems arise frequently as part of the ADI (Alternating Direction Im-
plicit) time discretization favored by many in the community, see [10].
The ADI method requires the solution of multiple tridiagonal systems
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CPU: Intel Xeon E5-2680
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MIC: Intel Xeon Phi 5110P
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Figure 4: Roofline model applied to the implemented scalar tridiagonal
solvers on GPU, CPU and MIC processor architectures. The proximity
of stars to the upper computational limits shows the optimality of the
implementation on the architecture.

of equations in each dimension of a multi-dimensional problem, see [14,
9, 15, 16].
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3.3 Cellular Neural Network
The CNN (Cellular Neural Network) [17] is a powerful image pro-

cessing architecture whose hardware implementation is extremely fast
[18, 19]. The lack of such hardware device in a development process can
be substituted by using an efficient simulator implementation. A GPU
based implementation of a CNN simulator using NVIDIA’s Fermi archi-
tecture provides a good alternative. Different implementation approaches
are considered and compared to a multi-core, multi-threaded CPU and
some earlier GPU implementations. A detailed analysis of the introduced
GPU implementation is presented.

3.4 Computational Fluid Dynamics
Achieving optimal performance on the latest multi-core and many-

core architectures depends more and more on making efficient use of the
hardware’s vector processing capabilities. While auto-vectorizing com-
pilers do not require the use of vector processing constructs, they are
only effective on a few classes of applications with regular memory ac-
cess and computational patterns. Other application classes require the
use of parallel programming models, and while CUDA and OpenCL are
well established for programming GPUs, it is not obvious what model to
use to exploit vector units on architectures such as CPUs or the MIC.
Therefore it is of growing interest to understand how well the Single
Instruction Multiple Threads (SIMT) programming model performs on
a an architecture primarily designed with Single Instruction Multiple
Data (SIMD) ILP parallelism in head. In many applications the OpenCL
SIMT model does not map efficiently to CPU vector units. In my disser-
tation I give solutions to achieve vectorization and avoid synchronization
- where possible - using OpenCL on real-world CFD simulations and
improve the block coloring in higher level parallelization using matrix
bandwidth minization reordering.
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4 New scientific results
The new scientific results are grouped into thesis groups according to

their classification among the 13 dwarves. Results regarding the new so-
lutions proposed for solving tridiagonal system of equations can be cate-
gorized as the "Sparse Linear Algebra" dwarf which are detailed in Thesis
group I. Image processing and PDE solution using the ADI method is
categorized as the "Structured Grid" dwarf which is detailed in Thesis
group II. Finally, results regarding CFD computations are categorized
as the "Unstructured Grid" dwarf which is detailed in Thesis group III.
The relations between thesis groups, parallel problem classification and
parallel processor architectures are summarized in Figure 5.

GPU 

MIC 

CPU 

FPGA 

Thesis Group I:  
Scalar and Block Tridiagonal System of Equations 

Block Tridiagonal 

Scalar Tridiagonal 

Thesis I.a 

Thesis I.b 

Thesis I.c 

Thesis I.d 

Thesis Group II:  
ADI, Black-Scholes and CNN 

Thesis II.a 

Thesis II.b 

Thesis II.c 

Thesis Group III:  
Mini Partitioning and OpenCL 

Thesis III.a 

Thesis III.b 

GPU 

MIC 

CPU 

FPGA 

PARALLEL PROBLEM PROCESSOR ARCHITECTURE SOLUTIONS 

Sparse Linear Algebra 

Structured Grids 

Unstructured Grids 

Figure 5: Thesis groups: relation between thesis groups, parallel problem
classification and parallel processor architectures. Colored vertical bars
right to thesis number denote the processor architecture that is used in
that thesis. Dashed grey arrow represent relation between theses.

New scientific results are published in journals(marked as [J]), confer-
ence (marked as [C]) proceedings and conference talks (marked as [CT]).
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Publications corresponding to the thesis groups are noted below.

Thesis Group I. Efficient algorithms for sparse linear
algebra

Many times PDEs arising in the scientific, engineering and finan-
cial applications require an extensive use of sparse linear algebra which
needs to be efficiently parallelised for current and upcoming parallel pro-
cessor architectures. In particular, the numerical solution of some spe-
cial parabolic, diffusion type PDEs with implicit solvers boil down to the
solution of tridiagonal system of equations where the elements of the
tridiagonal matrix are either scalar values or blocks with size M ×M ,
where M ∈ [2, 8]. New parallel algorithms for the acceleration of such
tridiagonal solvers is therefore essential to these scientific, engineering
and financial communities to accelerate research and innovation. Theses
in this group contribute to the parallelisation and acceleration of such
methods on CPU, GPU and MIC architectures.

Corresponding publications: [J1], [C1], [CT1], [C2], [C3]

Thesis I.a I have developed new register blocking based local data trans-
position algorithms for multi- and many-core parallel processor architec-
tures to improve the memory access pattern of the Thomas algorithm
when solving tridiagonal system of equations where the coefficients are
stored in consecutive order in the memory. The overall performance gain
is: 1) up to ×4.3 on the GPU compared to the NVIDIA cuSPRASE li-
brary; 2) up to ×1.5 on the CPU compared to the Intel MKL library and
3) up to ×1.9 on the MIC compared to the Intel MKL library.

A tridiagonal system of equation is composed of three coeffcient vec-
tors a, b and c, one unknown vector u and the right hand side vector d.
All these vectors are element of RN and they have identical data layout
in the memory. The data layout of the coefficients of a tridiagonal system
of equations may depend on the grid and the numerical method where
it is applied, this can be consecutive or stride-N. Consecutive or stride-1
means that elements ak and a(k+1) of vector a are at consecutive mem-
ory addresses in the linear memory, ie. at address k and (k +1). Stride-N
means that elements ak and a(k+1) of vector a are at address k×N and
(k + 1) × N in the linear memory. In many cases the consecutive data
layout is used which results in poor cache-line utilization and therefore
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requires memory access pattern optimization. I have developed two al-
gorithms for GPUs, to perform data load (and store) of multiple values
at once and transpose these data for calculation. I have also developed
similar transposition based solvers for the CPU and MIC architectures.
My solutions allow the transposition to be done using registers and the
use of data directly from registers.

Thesis I.b I have developed an efficient implementation of a new hy-
brid algorithm for the solution of tridiagonal system of equations on GPU
architectures using the conventional Thomas and PCR algorithms in the
case when the varying coefficients are stored in the main memory of
the GPU. This GPU specific solution allows the utilization of the large
number of registers on GPU architectures and local transposition of data
when reading the coefficients are done in registers. The resulting solver is
up to ×9 times faster than the solver in the NVIDIA cuSPARSE library
and up to ×2.1 times faster than the transposition based GPU solver
introduced in Thesis I.a.

I have created the implementation of a new hybrid algorithm which is
a combination of the Thomas and the PCR algorithms, which is optimal
in the sense that is limited either by the memory bandwidth or the com-
pute capacity of the GPU, depending on the floating point precision. This
hybrid GPU specific algorithm allows the utilization of registers which
leads to extreme efficiency when the system size is sufficiently small to
fit into the registers of the GPU. Consecutive or stride-N data layout
can both be handled with this algorithm. When needed transposition in
register can be performed without the use of shared memory. As there
is no need for storing intermediate values in global or local memory as
in the case of the regular Thomas algorithm the ratio of floating point
operations per byte is much higher for the new hybrid algorithm which
results in better performance on a high compute intensity architecture
like the GPU.

Thesis I.c I have developed a new algorithm for the solution of block
tridiagonal system of equations on GPU using a new thread work shar-
ing and register blocking approach, when the block sizes are M ×M with
M =∈ 2, 8]. The achieved computational performance of this GPU spe-
cific work sharing approach is superior compared to the know algorithms
and their implementation. I have experimentally showed that it is up to
×27 times faster than the Intel MKL banded solver and up to ×9.8 faster
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than the PCR-based GPU solver proposed by [20].

Block tridiagonal system of equations arise in CFD (Computational
Fluid Dynamic) applications [8, 7], where block sizes vary according to
the multi-variable PDE. I gave a new thread work-sharing algorithm to
parallelise the Thomas algorithm. I have also shown that this approach
is computationally more efficient than the CR or PCR algorithms and
that sufficient parallelism can be exploited with work-sharing to exceed
the performance of the CR and PCR algorithms when block size is in
the range M =∈ 2, 8].

Thesis I.d I have developed a new implementation for the solution of
block tridiagonal system of equations on multi-core CPU and many-core
MIC with vector instructions, which outperforms the banded solver of the
Intel MKL library in terms of computational performance by a factor of
×6.5 and ×5 in the case of the CPU and MIC repectively.

I have restructured the code and data of the standard block Thomas
algorithm with C++ templates and code transformation to achieve bet-
ter data locality and guide the compiler in the vectorization procedure.
The result is a highly efficient SIMD based CPU and MIC implementa-
tion of the block Thomas algorithm.

Thesis Group II. Efficient algorithms for strucutred
grid computations

The solution of parabolic, diffusion type PDEs on a structured grid
domain can be efficiently solved using the ADI (Alternating Direction
Implicit) method which – in higher dimensions – boils down to the so-
lution of multiple tridiagonal system of equations. The memory access
pattern of the tridiagonal solves along different dimensions varies and
results in significant performance loss if conventional multi- and many
core implementations of numerical library functions are used. Therefore
new efficient algorithms are needed. Also, the solution of diffusion type
PDEs like the Black-Scholes PDE arising in financial applications and
other PDEs related to CNN based image processing require efficient par-
allelization solutions for parallel processor architectures like FPGAs and
GPUs.

Corresponding publications: [J1], [CT1], [C3], [C6]
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Thesis II.a I have elaborated and implemented new parallel algorithms
to accelerate the calculation of the ADI (Alternating Direction Implicit)
method for the solution of PDEs in higher spatial dimensions on CPU,
MIC and GPU. The resulting ADI solver utilizes new solvers of tridi-
agonal system of equations with stride-1 and stride-N access patterns.

When solving parabolic, diffusion type multi-dimensional PDEs
many times it is possible to decouple the solution of the higher spatial
N dimensions into N number of one-dimensional problems. I have devel-
oped ways to optimize the efficiency of the solution in each dimension as
the memory access pattern changes significantly along each dimension
for arbitrary dimensions. This result is also a representative use case for
the tridiagonal solvers of Thesis I.a and Thesis I.b.

Thesis II.b I have developed a power-efficient parallel FPGA based
solver in HLS (High Level Synthesis) to accelerate the numerical solution
of the 1-factor Black-Scholes PDE. The resulting FPGA solver is on par
with the CPU solver in terms of computational performance, but it out-
performs the CPU in terms of computational efficiency (GFLOPS/W)
by a factor of 4 in the case of the explicit solution and by a factor of 1.3
when solving the implicit problem.

Solving the 1-factor Black-Scholes PDE for pricing financial deriva-
tives with one underlying asset requires an explicit or implicit solution of
the PDE. I have proposed an efficient stencil operation type solutions for
the explicit method and an efficient Thomas algorithm implementation
for the implicit method.

Thesis II.c I have experimentally proven that the utilization of the
texture cache by a double buffer approach is an efficient way to implement
a GPU based accelerator for the solution of the CNN state equation as
it increases the cache hit rate of the two dimensional texture cache due
to spatial locality and reduces the number of integer operation involved
during the memory index calculations through the built in functionality
of the texture cache.

When solving the CNN state equation to perform a diffusion opera-
tion on an image, a heat diffusion PDE is solved. The solution of such a
PDE is memory bandwidth limited. As such, a tiling or cache blocking
optimizations amortize the data transfer and allow good performance.
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I have shown that this performance can be overcome by utilizing the
built-in texture cache capability of the GPU. With this approach the
solution of the two dimensional CNN state equation can take advantage
of the significant cache reuse of the texture cache when fetching data.
Also, significant integer operations and latency can be saved by utilizing
the built-in coordinate calculation units of the GPU.

Thesis Group III. Efficient algorithms for unstruc-
tured grid computations

Increasing the efficiency of parallel computations on unstructured grid
applications in the OP2 framework is of high importance to the scientific
community. Improving the single node scalability of the indirect incre-
ment of values in the OP2 framework is of great importance for perfor-
mance. One component of the scalability is the mini-partitioning. The
current naive mini-partitioning solution can be improved by exploiting
the use minimal matrix bandwidth reordering techniques. New methods
for an OpenCL backend of the OP2 framework can improve the perfor-
mance of unstructured grid applications on CPU and MIC, and provide
code portability.

Corresponding publications: [C4], [J2], [C5]

Thesis III.a I have experimentally proven that the efficiency of the
parallel colored indirect incrementation in unstructured grid computa-
tions can be improved by extending the mini-partitioning in OP2 using
the GPS (Gibbs-Poole-Stockmeyer) minimal bandwidth reordering algo-
rithm on real-world CFD simulation problems. This approach dramati-
cally decreases the number of block colors used in the parallel increment
and therefore increases the number of blocks within a color which can be
incremented in parallel. The reduction in the number of block colors is
up to ×37.5 for real-world test cases and the speedup resulting from this
improvement is ×7.4.

In order to increase the efficiency of parallel incrementation on un-
structured grids OP2 utilizes a two level coloring scheme to identify the
set of elements and blocks which can be incremented in parallel. The
number of colors determines the number of sequential steps during the
incrementation process. In real world applications the number of block
colors can be high due to excessive number of connections between the
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mini-partitions. I have proposed the use of the GPS bandwidth mini-
mization algorithm to reorder meshes so that the naïve mini-partitioning
creates blocks with less neighboring connections which helps the two level
coloring algorithm to get better block coloring.

Thesis III.b I have analysed and proposed new heuristic code transfor-
mation techniques to improve the vectorization capabilities of OpenCL on
CPU and MIC architectures. The resulting OpenCL kernels within OP2
lend themselves to better parallelization properties on real world simu-
lation codes. In case of the CPU the achieved performance is on par
with the OpenMP and MPI parallelization. However, the OpenCL im-
plementation is ×1.5 faster on the MIC compared to the MPI+OpenMP
solution.

I have exploited the capabilities of the Intel OpenCL implementation
for CPU and MIC to increase their performance by implementing the
OpenCL backend of the OP2 framework. The key to this improvement
is the matching of multi-threading and SIMD vectorization features of
the CPU (or MIC) to the SIMT type kernel abstraction of the OpenCL
standard.
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5 Application of the results
As noted in the Section 3 the problems selected for parallelization

originate from the scientific, engineering and financial disciplines and
therefore they have a direct application in these fields. The results con-
cerning scalar and block tridiagonal solvers were presented at the GPU
Technology Conference in San Jose in 2014, the largest GPU conference
by today and on conferences and journal papers..

The integration of the results from the research of scalar tridiagonal
solver to atmospheric simulations is an ongoing work by Eike Mueller
and his collegues at the Department of Mathematical Sciences at the
University of Bath, UK. In atmospheric modelling due to the structured
meshing of the atmosphere the cell geometries are too distorted which
results in numerical stability problems, also known as highly anisotropic
problem. Line-smoother in the multigrid preconditioner requires the fre-
quent inversion of a tridiagonal matrix and therefore the Thomas-PCR
algorithm may have a high impact on the performance.

My results are used to improve the performance of a Navier-Stokes
CFD solver called Turbostream. Turbostream is developed by Dr. To-
bias Brandvik and Dr. Graham Pullan in the Whittle Laboratory at
the University of Cambridge, UK. It is aimed at solving CFD problems
arising in the design of turbomachinery where the numerical solution
of the Navier-Stokes equations are done using a line-implicit or semi-
implicit Runge-Kutta method on an unstructured grid with stretched
regions. Along these stretched regions an (block tridiagonal) implicit so-
lution is required for unconditional stability, as the grid cells are highly
anisotropic.

Dr. Serge Guillas and his colleagues at the University College London,
UK used the VolnaOP2 tsunami simulation code – written by István
Reguly and me – to perform measurements for the papers [21] and [22].
This implementation make large scale tsunami simulations feasible which
result in statistically relevant results.
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