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1 The antecedents and objectives

An important area of the marketing research is the grouping of observation
units, segmentation of them. The most widely used method to solve this prob-
lem is cluster analysis. In connection with this method a further investigation
has been carried out of the existing scienti�c evidence, and has been devel-
oped. The essence of the test is to search for the optimal number of clusters
created by the cluster analysis (i.e. �nd the number of clusters that covers the
clusters best existing in the database). There are several di�erent methods in
the literature, of which perhaps the best known is the BIC index [Schwarz,
1978]. However, there are procedures to be decided on the basis of density tests
within and outside the clusters under certain cluster distributions. One of this
kind of procedure [Tong, 2009] was studied in the literature (history, current
status, past results), and then a proposal has been made for its amendment.
Then, the modi�ed method has been compared with the original framework
on theoretical and practical tests.

In studying and testing the so-called Tong index and its antecedents has

been noticed some problems and has seemed an opportunity to correct it, and

because of this, an improvement has been expected in the results. (1st research
objective.)

The theme of the second study is forecast of the future consumer behaviour.
There are a wide variety of analytical techniques in this �eld, and some of them
can be found in the literature review. One of these models has been chosen
[van Oest, 2011], and a modi�cation of the model has been made because the
conditions created by the authors of the Oest model is not considered justi�ed.
Their work is also a development of a model [Fader, 2005]. The basis of the
present research is the latter model, however, the direction of the development
di�ers from the van Oest [2011] model. The description of this latter model
[Fader, 2005] can also be found in the literature review.

The essence of changes that has been made is to search the opportunity for
increasing the forecasting accuracy by involving other variables to the model.
On the one hand the extension of a number of the variables (in the observa-
tion period) results an information surplus, while the number of data to be
derived from probability distributions (such as the number of the parameters
of these distributions) also increases, so the computational requirements and
complexity increase, too.

Will these changes have signi�cant e�ect on the results? If the di�erence

is detected, will the accuracy of the model results increase or decrease? (2nd
research objective.)

What kind of inference will be deductible from the comparison of the re-
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sults of the modi�ed model and the so-called heuristic one � applied many

times in the practice [Wübben, 2008] � to take into consideration of the use-

fulness of the application? Can the extra work � which is necessary to apply

the probability model � be considered as yielding investment? (Third research
objective.)

2 Material and methods

2.1 The examination of the result of the cluster analysis: a possible solution
of the selection of the suitable number of the clusters

2.1.1 The theoretical and empirical analysis of the existing methods

The question of the �rst part of my paper is, if the analyst has to grant the
number of the clusters (as the input of the algorithm), then on what kind of
manner may choose the best one from the di�erent results. Liu [2010] exam-
ined the impact of the structure of the data (noisy data, density di�erences,
subgroups, asymmetric distribution) to the accuracy of the investigated in-
dices (which was used to determinate the cluster numbers). Only one index �
the so-called S Dbw index � were among the 11 ones that made the right deci-
sion for all simulation experiments. The procedure was developed by Halkidi
and Vazirgiannis [2001], which is based on the density di�erence between the
clusters. This was further developed by Kim and Lee [2003] and Tong and Tan
[2009] in the direction to be more robust1, and to be able to recognize not
only spherical clusters. This section of the paper will be a critical examination
of this index on theoretical and empirical manner.

2.1.2 The database used for testing indexes and the methods of the comparisons.

In order to compare the results of the indices, such databases are needed
in which the components of the clusters are known (i.e., exists groups and
the classi�cation of each object is known). These databases were prepared
by using random sampling by normally distributed random variables. Since
this paper is dealing with bivariate case, therefore, two values have had to
be trained for each observation unit: the values of the �rst and the second
variable. Both of these values are potential values of a normally distributed
random variable (random sampling). The creation of the di�erent clusters
could be achieved by varying the parameters of the distributions (expected
value, standard deviation).

1To be less sensitive to outliers.
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Indexes have been tested in eight databases. The aspects of the creation of
databases have been the following:

• clusters with di�erent numbers of elements,

• sparse and dense clusters,

• well separated and less well-separated clusters.

Table 1 shows the parameters of databases (cluster center, standard devi-
ation, number of elements). On these databases clustering procedures have
been run with di�erent parameter settings and the indices have been tested
on the resulting clusters. This procedure was followed in all the three articles,
which dealt with the development of this index. In the analysis of Halkidi and
Vazirgiannis [2001] and Tong and Tan [2009] the so-called DBSCAN [Ester,
Kriegel, Sander, and Xu., 1996] algorithm was also applied. This method is
based on an examination of the densities, and is very e�ective to separate
non-convex, but well-separated clusters. However, this study focuses on the
detection of convex and not necessarily completely distinct groups, so this
algorithm is not used in the simulations. In all the three articles also used
the K -means clustering method. This procedure is often used in marketing
research, so this will not be discussed in this paper. Of course this method has
been used in this research (the applied software has worked with the Hartigan
- Wong algorithm [Hartigan, 1979]).
Another method has been used in this research is the Ward's method (a hierar-
chical clustering method), which method is also commonly used in marketing
research. This method is useful for identifying compact and spherical clusters.
The question is how it will be able to detect clusters that do not have these
properties.

Of course, the simulation can not be checked in every possible situation.
The aim was to investigate whether there is a di�erence between the results of
the two indices when the clusters are closer together. To illustrate this, eight
databases have been created.

For comparison, each database has been prepared 10 times with the same
parameter settings (Table 1) and the indices has been tested on these databases.
The results have been evaluated with respect to accuracy. Can it be shown
that one of the indices gives better results than the other one?

2.2 The prediction of consumer behaviour: change the BG/NBD model

2.2.1 The expansion of the BG/NBD model (1)

van Oest [2011] constructed the expansion of the BG/NBD model � has been
mentioned in the literature processing � and a solid presentation of this new



6 MATERIAL AND METHODS

Table 1: The parameters of the database have been used to compare the indexes. Source: own
compilation.

K1 K2 K3 K4

v1 σ1 N1 v2 σ2 N2 v3 σ3 N3 v4 σ4 N4

1 (0,0) (1,1) 500 (7,0) (1,1) 500 (0,-7) (1,1) 500 (2,7) (1,1) 500
2 (0,0) (1,1) 500 (4,0) (1,1) 500 (0,-7) (1,1) 500 (2,5) (1,1) 500
3 (0,0) (1,1) 100 (4,0) (1,1) 100 (0,-7) (1,1) 100 (2,5) (1,1) 100
4 (0,0) (1,1) 500 (4,0) (1,1) 100 (0,-7) (1,1) 500 (2,5) (1,1) 250
5 (2,2) (1,1) 750 (6,0) (2,2) 500 (2,-7) (0.5,0.5) 500
6 (-4,0) (1,1) 500 (4,0) (2,2) 1000 (0,-7) (3,2) 500 (2,5) (2,1) 500
7 (-4,0) (2,2) 500 (4,0) (2,2) 1000 (0,-7) (3,2) 500 (2,5) (2,1) 500
8 (0,0) (1,1) 500 (4,0) (1,1) 500 (0,-7) (1,1) 500 (2,2) (1,1) 500

K1, K2, K3, K4: cluster ID
vi: the center of the i-th cluster
σi: the standard deviation in the x and the y direction of the elements of the i-th cluster
Ni: the number of the elements of the i-th cluster

method will take place in this section. Since it is the basis of the amendment
made by the author of this thesis, it has been placed to this part of the
dissertation. It could be considered as a material of the scienti�c research.

The BG/NBD model uses only the number of transactions and the date
of the last transaction to forecast future values. However, the question then
arises: if in the CRM systems there is much more data of the various buyers,
why not use them also in the forecast? The model � to be presented � is an
extension of this simple model.

The created model includes (as inputs) the history of complaints about the
purchases as well. It was assumed that these inputs contain information that
leads to more accurate results in the forecast.

The model [van Oest, 2011] is based on the following assumptions:

1. As long as the customer is active, the number of purchases follows a
Poisson distribution with parameter λp, which is the expected number of
purchases occurring during a certain period of time.

2. Heterogeneity of λp follows a gamma distribution with parameters r and
α. 2

3. In case of complaint-free shopping the customer becomes inactive with
probability qp.

4. Heterogeneity in qp follows a beta distribution with parameterst up and

2See previous (BG/NBD) model.
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vp:

f(qp|up, vp) =
q
up−1
p (1− qp)vp−1

B(up, vp)
(1)

5. qp and λp vary independently across customers.

6. A complaint on the same day as a purchase occurs with probability µ.

7. Heterogeneity in µ follows a beta distribution with parameters a and b.

8. While active, the number of complaints not occurring on the same day as
a purchase follows a Poisson process with rate λc.

9. Heterogeneity in λc follows a beta distribution with parameters s and β.
λc is the expected value of the number of complaints.

10. After any complaint, the customer becomes inactive permanently with
probability qc.

11. Heterogeneity in qc follows a beta distribution with parameters uc and vc.

12. qc, λc and µ vary independently across customers.

13. The purchase-related parameters and complaint-related parameters vary
independently across customers.

The following data was needed to construct the model:
T observation period,
xp number of purchases,
xc|p number of same day complaints,
xc number of non same day complaints,
tx date of last purchase,
zc the number of the complaints generated by the last shopping

(zc ∈ {0, 1}).
van Oest [2011] created a model from these data and conditions which is

presented in the third chapter. The created model gives better forecasts �
according to their examinations � then the model from which it was born,
however they signal the opportunities of thinking over.

It is true, that this model uses additional information as well, but the
di�erence between the two types of complaints (same-day and delayed) does
not seem clear. Usually more time is available to the customer to validate
the complaint. In addition, the date of the complaint may also depend on the
distance between the customer's apartment and the shop. Thus, despite the
results, the model is not convincing. A possible amendment of this model has
been made and is presented in the second part of the Results section.
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2.2.2 The databases used for testing the model

The already existing and the created model has been tested on arti�cially
generated databases. The essence of this test, that the results of each model
are measured in many databases. The databases have been generated based
on the distributions being equal to the experiential facts mostly in such a way
that certain parameters of the distributions have been changed. The values
of three parameters and the length of the forecast period (t) have been mod-
i�ed. All the three parameters may have recorded 3 di�erent values, like this
the models have been tested altogether on 34 = 81 databases. All databases
imply the data of 1000 customers, which have been generated by the change
of the di�erent customer characteristics (such as parameters). The fundamen-
tal distributions were the exponential one and the binomial distributions in
generating the databases. Time passed between the purchases can be granted
with the exponential distribution, while the churn after all purchases can be
modelled with the help of the binomial distribution (the parameters of these
distributions change per person, see p. 6.). Of course, other e�ects involved in
the model also play a role, namely, that the purchase happened with positively
or negatively evaluated complaints.3 In these cases � it may be hypothesized
� the probability of churn is di�erent.

In the case of the databases the number of purchases, the date of the last
purchase, and the number and date of the complaints (per person) is available
during the observation (test) period (T ). Based on these data the models de-
termine the parameters of the distribution (see maximum likelihood method),
and with the help of these estimated parameters the models forecast, e.g. the
number of purchases per person for the t period follows the observation T

period.

The algorithm for generating the databases can be found in the appendix
of the paper.

2.2.3 Methods for evaluating the result of the models

The accuracy of the predictions is examined in the �Results� section accord-
ing to several aspects. These are determined by a set of indicators and their
identity and di�erence have been measured by using statistical methods.

One of these types of indicators, the Cohen kappa index, was developed to
examine the identity of two nominal variable [Cohen, 1960]. This value can

3For more details see subsection 3.2.1, p. 14.
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be calculated by the following formula:

κ =
p0 − pe
1− pe

(2)

where
p0 proportion of matches
pe proportion of matches with independence assumption.
The index � according to Agresti [2010, p. 250.] � is the most popular con-
cordance index on a nominal scale. It's value is between 0 and 1. The higher
the value the closer the similarity is between the two variables. The di�erence
between the actual and predicted values can be measured by this index (e.g.
in connection with churn rate).

The indices of customers are di�erent for each model, so the following meth-
ods have been used to compare them:

• The results are illustrated on Boxplot, which graphically shows the values
of the indices, and suitable for easier comparison.

• The Shapiro-Wilk test has been used for normality examination of the
results (based on Razali [2011]).

• The F-test has been performed for the comparison of the standard devi-
ation of the results in the case of each model.

• Comparing averages of the models paired t-test, however, if the necessary
conditions have not met, the Wilcoxon paired (non-parametric) test has
been used.

3 Results

3.1 Check the results of clustering

3.1.1 Modi�cation of the S Dbwnew index

In the �rst part of this chapter my results for determining the optimal number
of clusters are presented. With the help of correcting errors of the previous
methods a new method is presented. Due to the errors described in chapter 3
changing the range4 has been suggested. Instead of the original proposal the
function f ∗ has been de�ned as follows (furthermore has been renamed f ∗∗):

4Range selected around the two cluster centres and around the separating point of the two cluster
centres. Based on the number of items � can be found in these three ranges � the two clusters can be
considered as really one or two clusters.
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f ∗∗(xi,m) =

 1 , if m(p) − α ·D(p) ≤ x
(p)
i ≤ m(p) + α ·D(p) ,

∀p ∈ {1, 2, 3, . . . , k}
0 , otherwise

(3)

where
xi: the i-th observation unit,
m: an arbitrary unit,
x
(p)
i : the value of the p-th variable of the i-th observation unit,
m(p): the value of the p-th variable of an arbitrary unit,
D(p) = min

i
(σ

(p)
i ) , i ∈ {1, 2, . . . , c}, the minimum among the standard

deviation of the p-th variable of the cluster elements,
α: a suitably chosen constant.

The essence of the modi�cation that the interval � in which we are looking
for the observation units � is independent from n (from the number of cluster
elements). On the other hand, in the case of mij points, the distorting e�ect
as noted earlier terminated.

Using this modi�ed function, sub-index Dens∗∗bw has been received instead
of sub-index Densbw, from which the full index has been arisen:

S Dbw∗∗(c) = Dens∗∗bw(c) + Scat(c) (4)

3.1.2 Examination of the structure of the modi�ed index (S Dbw∗∗)

One of the aims of this examination is, that the value of the index can be
observe as a function of the two sub-indices.
To model this a database has been made with three clusters, in which the
location of two clusters has not been changed, and the third one initially
has been placed on one of the other two clusters and then has been removed
from it along the �rst coordinate axis. The two overlapping clusters have been
considered as one cluster and as two di�erent clusters, and the value of the
index has been studied for both versions.

First, the following parameters were identical for all the three clusters5:
σ1x = σ2x = σ3x = σ1y = σ2y = σ3y = 1, which represents the standard
deviations along the �rst and second coordinate axis for each of the clusters.
v1 = (0, 0)T , v2 = (d, 0)T (where d ∈ [0, 7]) and v3 = (0,−7)T represent
the centres of the clusters. All three clusters contained 1000 observation unit.
First, the C1 and C2 clusters have been merged to a cluster, and then they
have been considered as separate clusters, and in both cases the indices have

5C1, C2, C3
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been tested, while value d varied from 0 to 7 in certain increments. The results
can be found in table 2. The sub-indices and the whole indices have been set to
pair in the case of the two-clusters and the three-clusters solutions as well.The
comparison of the last two columns shows that the values of the indices change
at approximately 3.5-4 unit (3.5 < d < 4). From this value of the index the
solution containing the three clusters is accepted over the other one, because
the minimum value of the index gives the best result [Halkidi, 2001]. That
is, if the standard deviation of the two clusters (in a given direction) are 1-1
units, then the distance between the centres should be approximately 4 units,
that the two clusters can be distinguished. In other words, it is not necessary
to be completely free of overlap (�well separated�).

Table 2: The values of the sub-indices and the total index as a function of distance (in case of two and
three clusters). Source: own calculations.

Distance Dens_bw∗∗ Dens_bw∗∗ Scat Scat S Dbw∗∗ S Dbw∗∗

d nc = 2 nc = 3 nc = 2 nc = 3 nc = 2 nc = 3

0.0 0.0053 0.3281 0.0592 0.0776 0.0644 0.4057
0.5 0.0000 0.3076 0.0593 0.0790 0.0593 0.3866
1.0 0.0000 0.2266 0.0608 0.0770 0.0608 0.3036
1.5 0.0093 0.2336 0.0671 0.0792 0.0764 0.3128
2.0 0.0156 0.1911 0.0715 0.0782 0.0872 0.2693
2.5 0.0147 0.1774 0.0779 0.0792 0.0926 0.2566
3.0 0.0294 0.1188 0.0871 0.0776 0.1165 0.1964
3.5 0.0777 0.1004 0.0927 0.0744 0.1704 0.1748
4.0 0.0437 0.0408 0.1046 0.0723 0.1483 0.1131
4.5 0.0463 0.0383 0.1140 0.0725 0.1603 0.1108
5.0 0.0756 0.0146 0.1248 0.0693 0.2004 0.0838
5.5 0.1067 0.0099 0.1330 0.0660 0.2397 0.0759
6.0 0.0895 0.0045 0.1444 0.0618 0.2338 0.0662
6.5 0.0806 0.0036 0.1519 0.0600 0.2325 0.0637
7.0 0.1190 0.0056 0.1613 0.0569 0.2803 0.0625

nc : number of clusters

The simulation has been executed in several ways. First, the clusters were
the same for all calculations (in the case of all the d values), and only the
�rst variable of cluster C2 has increased to the speci�ed d value (version
�A�). In the second case, for each distance new clusters have been produced
according to the appropriate parameters (version �B�). Both cases have been
performed under di�erent settings: σ1x and σ2x have been changed, and the
other parameters have been constant, as can be seen on Table 3. The values of
the two (total) indices have also been changed (increased for the two-cluster
version, and decreased for the three-cluster version while the distance of the
cluster centres (d) increased) as it has been described above. Of course, due to
changes in the value of the standard deviation the changing point is di�erent
over di�erent distances.
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Table 3: The minimum distances between the centres, according to identify the three clusters in the case
of clusters with di�erent standard deviation. Source: own calculations.

Type of
σ1x σ2x

Number of simulations with the given distance result

experiment 3,5 4 4,5 5 5,5 6 6,5 7 7,5 8 8,5 9 9,5 10 10,5 11

A 1 1 2 8
A 1 2 4 6
A 1 3 2 5 2 1
A 2 2 1 2 6 1
A 2 3 2 2 3 3
A 3 3 1 2 3 3 1
B 1 1 3 7
B 1 2 2 7 1
B 1 3 1 7 2
B 2 2 1 3 4 2
B 2 3 3 6 1
B 3 3 1 2 3 3 1

σ : standard deviation

For each parameter setting 10 executes have been performed, and the fol-
lowing has been examined:

• the value of the index as a function of the distance,

• the distance, where the three-cluster results are accepted instead of the
two-cluster results.

Table 3 shows the distances at which the presence of three clusters can be
identify in the case of the 10 experiments.

Table 3 also shows that it is not an assumption to recognize the three
clusters that the clusters are completely separate. It is also seen, however,
that if the standard deviations of the clusters increase the uncertainty grows:
the deviation of the detection distance (the distance is necessary to detect the
three clusters) is greater.6

The role of cluster C3 was that the index can be calculated when the C1

and C2 has been merged. Therefore, it has been placed separately from C1

and C2 (since the goal was to examine the overlap between C1 and C2.)

3.1.3 Comparision of the S Dbwnew and the S Dbw∗∗ indices.

In this subsection the two indexes have been tested on the eight databases has
been described in �Materials and Methods� section. Each database has been
divided into groups by two clustering algorithms (K-means, Ward), and the
number of groups has varied from 2 to 7. Then, the resulting clusters have
been compared to the actual clusters, and the best one has been chosen.

6In these studies the number of elements of the clusters have not changed.
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The results have been evaluated depending on whether the index has found
the best solutions generated by the clustering algorithms. The �rst database
contained well-separated clusters, and each of the indices has achieved good
results.

In the case of the 2-nd, 3-rd and 4-th databases the clusters have come
closer to each other, and the number of elements have also been changed. It
can be observed that the reduced number of elements (3-rd database), and
the unequal number of elements (4-th database) decrease the performance of
the new index, too. The Tong index, however, has given much worse results,
particularly in connection with the fourth database. The di�erence between
the results of the two indices is signi�cant.

In the �fth database there is a signi�cant di�erence between the density of
the clusters, and the cluster K3 separated from the other two ones. The results
show that the K-means algorithm for the three-cluster layout has been the best
in all the ten simulations while the Ward algorithm has given good solution
only in four cases. Looking at the indices on clusters created by K-means, the
new index has better results as the Tong index. However, in simulations when
the clusters have been produced by Ward's method, the new index is always
preferred the two-cluster solution, and only once found the real grouping. It
can also be observed that in this database the number of clusters produced
by Ward's algorithm was changeable.

The sixth database contains clusters which are not circular. In addition,
there are the di�erences between the number of the observation units and the
densities of the clusters. The four clusters are not completely separated from
each other. Both the K-means and the Ward method have given a solution with
four clusters, as best classi�cation (the original database also contained four
clusters). Nevertheless, both indices have essentially determined the wrong
classi�cation. The solutions seem to be random. Thus, the applicability of the
new index is also questionable for this database.

The seventh database has been generated from the sixth one, so that the
standard deviation of cluster K1 doubled in both directions, thus the separa-
tion from the other three clusters is less than in the 6-th database. Similarly
to the previous experiment, solutions with four clusters has �t best to the
original clusters, in both cases, but either of the two indices could not �nd a
consistent solution during the 10 simulations. The results cannot be assessed.

In the eighth database three clusters have been very close to each other,
while the fourth (K3) has been well separated from them. The con�guration
with 4-clusters has been the best classi�cation that suits the actual clusters
for both clustering algorithms (true, the Ward method has performed better).
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However, the Tong index has been again unable to select the best classi�cation.
On the other hand, the new index has found the solution with two-clusters
the best one. Appendix A.10 shows that for the three nearest clusters the
density between clusters is high, so it cannot be expected that the new index
is able to distinguish these groups from each other. So this result meets the
expectations.

The results show that none of the experiments Tong index has exceeded
the results of the new index, but in many cases has also given much weaker
results. Of course, there are point locations, where none of the indices could
provide assistance in an appropriate decision. So considering these limitations,
we can say that the new index can be widely applied.

3.2 The expansion of the BG/NBD forecasting model, and the results of the
tests

3.2.1 The direction of the model expansion, and the justi�cation of this direction

After the critical remarks of the models produced by involving complaints, it
has been interesting to expand the scope of the original model in other ways.
The inclusion of the complaints to the calculation has been kept. However,
has not been concentrated on the date of complaints, but also on solutions
of complaints made by the company: whether the complaint was treated or
not7. Purchase without compliant and purchase with compliant have been
considered, and the latter category has also been divided into two groups
(treated or not treated). Thus, new information will be incorporated into the
model, which may a�ect the results.

In the new model the probability of churn has been given greater if the
complaint has not been treated, even if the complaint was not justi�ed. This
assumption can be taken into account by setting the parameters.

3.2.2 Conditions of the model creation

1. While the customer is active, the number of purchases occurring per unit
time follows a Poisson distribution with parameter λ.

2. λ follows a gamma distribution with parameters r and α.

3. In case of complaint-free purchase the customer churns with probability
qp.

4. Heterogeneity in qp follows a beta distribution with parameters up and vp.

7Treated complaint means that the complaint of the customer has been corrected, the complaint has
been assessed positively
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5. The probability of a complaint after a purchase is µ.

6. Heterogeneity in µ follows a beta distribution with parameters a and b.

7. A complaint is treated with probability ε.

8. Heterogeneity in ε follows a beta distribution with parameters e and f .

9. Churn occurs after a treated complaint with probability qc1.

10. Heterogeneity in qc1 follows a beta distribution with parameters uc1 and
vc1.

11. Churn occurs after a non treated complaint with probability qc2.

12. Heterogeneity in qc2 follows a beta distribution with parameters uc2 and
vc2.

13. The parameters for individual customers vary independently across cus-
tomers.

14. λ > 0, furthermore 0 < qp, qc1, qc2, µ, ε < 1.

3.2.3 Input

T a observation period,
x the number of purchases during T ,
xc1 a number of treated complaints,
xc2 a number of non treated complaints,
tx date of last purchase,
z the last purchase is complaint free (true: z = 1, false: z = 0),
z1 the last purchase is followed by treated complaint

(true: z1 = 1, false: z1 = 0),
z2 the last purchase is followed by non treated complaint

(true: z2 = 1, false: z2 = 0).
Among z, z1, z2 exactly one is 1 and the other two are 0.

3.2.4 Determine the expected value of the number of purchases

We have to determinate the expected value of the number of purchases (X(t))
in an arbitrary (observed) period (t) for a given customer. Denote this ex-
pected value with E (X(t)). Based on this we will be able to make a forecast
for an arbitrary period beyond the observation period (T ).
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The fourth chapter of the dissertation contains the steps of the model cre-
ation, only the �nal result has been stated here:

E(X(t)|λ, qp, qc1, qc2, µ, ε) = λt · P(τ > t) +

t∫
0

λx · f(x) dx =

= λt · e−λct +
t∫

0

λx · λc e−λcx dx =

=
1− e−λt[1−(1−µ)(1−qp)−µ(1−ε)(1−qc2)−µε(1−qc1)]

1− (1− µ)(1− qp)− µ(1− ε)(1− qc2)− µε(1− qc1)
(5)

3.2.5 Prediction of the number of purchases

The purpose of modelling is to determine the expected number of customer
purchases � (Y (t)) � for t period after the observation period. This will help
to apply personalized marketing tools to the customers.

The aim is to determine E(Y (t)|λ, qp, qc1, qc2, µ, ε, input) on individual level,
furthermore to determine E(Y (t)|r, α, up, vp, a, b, e, f, uc1, vc1, uc2, vc2, input)
on population level. Let the parameters λ, qp, qc1, qc2, µ, ε be marked with Φ.

Here only the �nal result has also been stated:

E(Y (t)|Θ, input) ≈ 1

L(Θ|input)
1

N

N∑
i=1

[
1− e−λitci

ci
· Laktív(Φi|input)

]
(6)

where
N : the number of elements of the random sample,
Θ: the set of r, α, up, vp, a, b, e, f, uc1, vc1, uc2, vc2 parameters,
input: set of the input data of the model,
ci = 1− (1− µi)(1− qpi)− µi(1− εi)(1− qc2i)− µiεi(1− qc1i), 1 6 i 6 N ,
furthermore,
λi ∼ Γ(r, α),
qpi ∼ B(up, vp),
µi ∼ B(a, b),
εi ∼ B(e, f),
qc1i ∼ B(uc1, vc1),
qc2i ∼ B(uc2, vc2)
are the i-th value of a random variable with the given distribution.
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3.2.6 Models involved in the study

Three models have been tested on data presented in the Materials and Meth-
ods section: the original BG/NBD model, the new modi�cation of this model
(has been made by the author of this dissertation), as well as a so-called
heuristic model.

As the description of the �rst two models has been done, the heuristic
method will be presented here.

In the case of heuristic model the observation period in each case has been
divided into two parts: learning (observation) and test period. In the ex-
periments the observation period (T ) has also been divided into two equal
(T/2, T/2) parts. Then the average date of the last purchases has been ex-
amined for those customers who was inactive for the �rst T/2 period8, and
this average has been chosen as the critical time (which is necessary for the
forecast). Of course, the so-called �hiatus� value for the entire T period is
the twice of this earlier critical value. Anyone whose last purchase was earlier
than this hiatus time (in the observation period), has been taken into consid-
eration as an inactive customer in the forecast (t) period. However, anyone
whose last purchase was later than this hiatus time, the number of purchases
in the forecast (t) period has been calculated by the number of purchases in
the observation period (assuming a linear relationship between the number of
purchases and the elapsed time).

3.2.7 Testing the forecast of the customers, who have been active over the observation
period

In this subsection the ability of each model to predict the churn of the customer
from data of the observation period has been examined. First the database
has been prepared and all the three models have been run on them. For each
model 10-10 results have been averaged. The values of the Kappa statistics
have been examined for each model, the results has been illustrated in a box
plot. Figure 1 shows that the best average results is in the case of the new
(K1) model, but the di�erence is not considered statistically validated, which
is supported by the paired Wilcoxon test between K1 and K2 (p = 0.094).

The results of each model have been expanded according to the ratio of the
forecast and observation period (t/T ∈ {0.5, 1, 2} ), so three groups have been
created for each model. Figure 2 shows the result. Comparing the �rst two
models it can be observed that the performance of the second model decreases
in the third case. In the third case (t/T = 2) the median of K2 is signi�cantly

8If the customer did not purchase in the second T/2 period, than he/she had become inactive in the
�rst T/2 period.
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K1: the values of the kappa statistics for the new model,
K2: the values of the kappa statistics for the BG/NBD model,
K3: the values of the kappa statistics for the heuristic model.

Figure 1: The values of the kappa statistics for the three model. Source: own compilation.

di�erent form the median of K1, which has been con�rmed by the Wilcoxon
test (p = 7.451e-08). In the other two cases (t/T = 0.5, and t/T = 1): the
di�erences are statistically signi�cant in the �rst case but in the second case
they are not9.
In other words, the new model is proved to be more reliable for the long term
forecast than the BG/NBD model.

Comparing the third model with the other two ones we can see large di�er-
ences in standard deviations (Figure 2). The results of the heuristic model � in
spite of the smaller standard deviation � seem to be poor. (Kappa ∈ [0.3; 0.5]).
In contrast, the results of the other two models are spread from very poor (0.1)
to good (0.7). If we examine the di�erences of the means of the new and the
heuristic model , the di�erence which can be observed in Figure 1 is not sta-
tistically signi�cant (p = 0.006), while among the di�erences which can be
observed in Figure 2 the �rst one is signi�cant (p = 6.3e-05), but the second
and third ones are not (p = 0.229, p = 0.878). Based on these results the new
model has given better forecasts than the heuristic model.

9The p values of the paired Wilcoxon test are p = 3.1e-06 and p = 0.628.
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K1: the values of the kappa statistics for the new model,
K2: the values of the kappa statistics for the BG/NBD model,
K3: the values of the kappa statistics for the heuristic model.

Figure 2: The values of the kappa statistics for the three model with di�erent t/T ratios. Source: own
compilation.

This (�rst) examination looked at the ability of each model to predict the
churn of customers by the end of the observation period. Here, of course, not
only the number of churns is important, but also exactly the person who will
terminate the connection. There are comparative tests [Persentili Batislam,
2007; Fader, 2005], which have been carried out only group level comparisons
instead of individual level one. The good value of such an indicator does not
mean necessarily a good solution, since it is possible that there has not been
hit on the individual level at all, but good results has been reached on the
group level. If our goal is to forecast the future activity of each observation
unit (customer), it is necessary to use the individual level indicators.

3.2.8 Comparision of the di�erences between the estimated and actual number of purchases

In this subsection the models have been examined by an index that represents
the hit accuracies for each observation unit and the averages of these values
have been compared. There is some index available for this purpose, and one



20 RESULTS

of them is the mean absolute error (MAE).

MAE =
1

n

n∑
i=1

|ypred − yactual| (7)

where
n: number of the observation units,
ypred: predicted value (number of purchases) for period t,
yactual: actual value (number of purchases) for period t.

The MAE values are represented on boxplot chart again and the groups
are split by the t/T rates as factors (Figure 3). In this case the signi�cance of
the di�erences has also been examined. Here the new and BG / NBD models
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Figure 3: The values of the MAE index in case of di�erent t/T ratios for the three models. Source: own
compilation.

have been compared, because the �gure shows that the heuristic model gave
a weaker result than the other two models.10

The paired t-test has been used for the comparison of the two models. In
the �rst and the second case (t/T = 0.5 and t/T = 1) the di�erences of the
means are signi�cant (at 5% level), while in the third case (t/T = 2) � on the
basis of the test � the averages can be considered as equals.

10The higher the value of the index the less the accuracy of the model. See the de�nition of MAE.
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It can also be observed that the BG/NBD model has not given appreciable
(very poor) results in some cases. When considering these cases, the common
is that the t/T is equal to 2 for each cases. Which means that the long term
forecasts are uncertain. That is, if the result is acceptable in such a case, it is
similar to the result of the new model, but also many times the result of the
BG/NBD can not be evaluated.

3.2.9 Determination of the best future customers

In this third examination it has been analyzed the ability of each model to
predict the future top 200 customers (i.e. the top 20%). The `top' means those
who will have the most purchases in the forecast period (t). The knowledge
of the future pro�tability of the customers is important information for the
company11. This is supported by Homburg [2008]. They established on the
basis of their calculations that the distinction between customers increase
the average pro�tability. In this model the best buyer is who has the most
purchases during a speci�ed time period (t).

The collected data contain the number of customers (for all the three mod-
els) whom the prediction has been successful, i.e., has been included into the
actual top 200. The results of the calculations have also been represented
on boxplot chart and the groups have been split by the t/T rates as factors
(Figure 4).

To compare the three models the paired Wilcoxon test has also been used.
The di�erence between the medians could be detected statistically in four
cases: between the new and the BG/NBD model in the cases t/T = 0.5
and t/T = 1, and between the heuristic and the BG/NBD model in the
same cases. This means that the BG/NBD model has achieved a signi�cantly
better average result in forecasting for a relatively shorter period than the
new model. However, in the longer-term forecast the results of the new model
show a better forecast (although this di�erence is not statistically signi�cant,
p = 0.1698).

The results of the test are still important for the comparison of heuristic
and probabilistic models. Huang [2012] explored the predictive ability of two
such models (namely the heuristic and the Pareto / NBD models). He also
performed the calculations with arti�cial databases, and noted that, in the
majority of the calculations the simple heuristics outperform the probability
model. The present calculations, however, do not show this. Here, the averages
of the results of the probability models are at least as good as the heuristic

11Since the model does not include the value of the purchases, so the pro�tability of the customer has
been measured by the number of purchases
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Figure 4: The forecast values of the best 200 customers in case of di�erent t/T ratios for the three
models. Source: own compilation.

model.

3.3 New research �ndings

1. Using empirical and theoretical analyses have been established, that the
determination ofmij cut-point developed by Tong [2009] � in cases when
the number of the element of the two clusters are substantially di�erent
from each other � is inadequate. This is important for the calculation of
density related sub-indices (Densbw).

2. Function f ∗∗ has been created (Equation 3), which determines the number
of the observation units in a given environment of the selected points
(the cluster centers and the mij point). By the help of this function the
S_Dbw∗∗ index (Equation 4) has been created from the S_Dbwnew index.
The indices have been compared with theoretical and simulation studies.
It can be concluded that the new index has given better results in case of
overlapping or unequal cluster arrangement (di�erent number of element
in the clusters), therefore it is more suitable for decision support.
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3. A new model have been created (development of the BG/NBD model)
that is suitable for predicting the customer churn and the number of pur-
chases and taking into account the complaints of the acquisition and the
management of those as well. The new model have been tested by simula-
tions, using scripts written in the R environment and arti�cially generated
databases. Based on these tests, the new model proved to be accurate on
the longer-term forecasts, but the shorter-term forecasts produced similar
to or slightly lower results as for the BG/NBD model.

4. The results of the new and the BG/NBD model have been compared with
the results of a so-called heuristic model (which are the most used mod-
els in practice). The results show, that the predictions of the probability
models are more accurate than the predictions of the heuristic model,
particularly in the case of the estimated number of purchases. Thus the
applicability of the probabilistic models and the importance of such re-
searches has been supported.

4 Conclusions and recommendations

1. The aim of the experiments was to analyse the best solution so far for de-
termination of the number of clusters : can this index provide appropriate
assistance to the decision maker in extreme conditions (e.g. overlapping
or closely spaced clusters)? The experience was that the authors did not
pay attention to this investigation.

The aim was that the new index can be used for databases that are not
completely separated, because usually such databases occur in everyday
practice.

2. The new index has given better results on the test databases than the best
existing index, even in the case of more realistic cluster con�gurations.
However, the result depends on the clustering algorithm has been chosen,
as well. There has been used two clustering methods (K-means andWard).
In most cases they have found the structure of the databases (i.e. the
valid number of clusters). The essence of this research was to �nd the real
clusters among the possible results which has been made by clustering
algorithms. If the possible results do not contain the real classi�cation,
then the index will choose one of these results, which is not the real one.

In this research the databases contain two variables because of the pos-
sibility of the visual veri�cation. If the database contains more than two
variables, the calculation of this index is also possible. In this case, of
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course, there is no opportunity to verify the result visually. Since the ex-
periments contain paired comparisons (pairs of clusters), the number of
the necessary calculations is large when the number of clusters is also
large. But in the �eld of the marketing research the databases do not
consists of too many clusters, so this problem has not been examined in
this paper.

3. It can be seen by the comparison of the two models (BG/NBD and mod-
i�ed BG/NBD), that the investigation of the new variables have yielded
better results partially. The usefulness of the inclusion of additional vari-
ables was questionable, because on the one hand the more data allow to
understand the reality better, on the other hand, the model is more com-
plex (the number of parameters that need to be determined increasing).
The more complex model means, that the parameter estimations may be
more uncertain, thus the forecasting power of the model will be weaker.

The database has been created on the basis of the theory of the new model,
so it was assumed that the new model therefore provides a more accurate
prediction. That did not happen. That is a simple model was essentially
the same e�ectiveness in the forecast (in the short-term), despite the fact
that it used less information.

On the other hand, the number of complaints has been kept in a realistic
range. But it has not been signi�cant e�ect on the results, that is, without
this information the BG/NBD model has led to similar results. Then the
connection between the number of complaints and the accuracy of the
models have been examined. The correlation between them has not been
observed.

4. Since the calculations have been performed on 81 di�erent databases (each
model has been run 10 times for all databases), the statement � i.e. the
probability model outperforms the heuristic one � has been veri�ed empir-
ically. Of course, there is a further question. Whether there are additional
bene�ts for probabilistic model that let it be worth to use? There is a
big di�erence between the two models (conceptual di�culties, practical
di�culties). Since the new model did not consider the value of purchases
(only the number of purchases), so this question can not be answered
within the scope of this paper.

As can be seen, the standard deviation of the probability models was
greater than the sd. of the heuristic model for both tests, so the re-
sults can vary between wide limits. So the conclusion must be considered
carefully. If the researcher has a database, then it's possible to do more
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databases from this one (e.g. bagging) and performs the calculations on
each database. The decision can be taken by evaluating these results.

All the 81 databases contain the data of 1000 customers. The sample was
found su�ciently large to accept the results. Similar sized databases are
used in marketing research practice.
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